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Preface

The aim of these course notes is to give an engineering introduction to
the theory of distributed parameter systems and its applications to port-
Hamiltonian systems.

The field of distributed parameter systems (also known as infinite-di-
mensional systems) has become a well-established field within mathemat-
ics and systems theory. There are basically two approaches to infinite-
dimensional linear systems theory: an abstract functional analytical ap-
proach and a partial differential equation (PDE) approach. There are ex-
cellent books dealing with infinite-dimensional linear systems theory, such
as (in alphabetical order) Bensoussan, Da Prato, Delfour and Mitter [3],
Curtain and Pritchard [6], Curtain and Zwart [7, 8], Fattorini [11], Luo,
Guo and Morgul [19], Lasiecka and Triggiani [15, 16], Lions [17], Lions and
Magenes [18], Staffans [23], and Tucsnak and Weiss [24].

Many physical systems can be formulated using a Hamiltonian frame-
work. This class contains ordinary as well as partial differential equations.
Each system in this class has a Hamiltonian, generally given by the energy
function. In the study of Hamiltonian systems it is usually assumed that
the system does not interact with its environment. However, for the purpose
of control and for the interconnection of two or more Hamiltonian systems
it is essential to take this interaction with the environment into account.
This led to the class of port-Hamiltonian systems, see [25, 26]. The Hamil-
tonian/energy has been used to control a port-Hamiltonian system, see e.g.
[4, 12, 21]. For port-Hamiltonian systems described by ordinary differen-
tial equations this approach is very successful, see the references mentioned
above. Port-Hamiltonian systems described by partial differential equation
is a subject of current research, see e.g. [1, 9, 13, 14, 20].

The material of this notes has been developed over a series of years.
Javier Villegas [27] studied in his PhD-thesis a port-Hamiltonian approach
to distributed parameter systems. The first setup of the book was writ-
ten for a graduate course on control of distributed parameter systems for
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the Dutch Institute of Systems and Control (DISC) in the spring of 2009
which was attended by 25 PhD students. This material was adapted for the
CIMPA-UNESCO-Marrakech School on Control and Analysis for PDE in
May 2009. Over the last decade this material has been adapted to be suit-
able for a master course in Eindhoven. Then it was also decided to reduce
the mathematics to a minimum, and concentrate on concepts and underly-
ing ideas.! We hope that we have succeeded to make it into an engineering
friendly guide to distributed parameter systems.

Yann Le Gorrec and Hans Zwart
February 2024

'For those who think that this book is very mathematical, please open [7] once
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Chapter 1
Introduction

In this chapter we shall present some of motivating examples, but we begin
by expressing the aim of these lecture notes.

1.1 Aim

The aim of these lecture notes are to make the reader acquainted with control
theory for systems described by partial differential equations. Modelling
phenomena via partial differential equations is almost as old as modelling
via ordinary differential equations. The first model described via a partial
differential equation is the wave equation, which we will encounter a lot in
these notes. As can be seen from this example our model class contains
models in which there is a strong spatial and temporal behaviour. The first
results towards controlling these systems appeared around the 1970’s for the
control of flexible antenna or solar panels of satellites.

Our models will almost always be linear and time-invariant. For these
models we will set-up a state space theory analogue to finite dimensional
state space theory. We show that these models possess a transfer function.
Although these transfer functions are no longer rational, control design in
the frequency domain has been done with it, and hardly differs from the
classical control design.

In these notes we focus on how to use the existing theory of control for
distributed parameter systems, and much less on the proofs. Hence our
examples and exercises are there to show how the presented results can be
used. The proofs of the results are quite hard and rely on many different
branches of mathematics, normally not all thought to engineers. In the last
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2 CHAPTER 1. INTRODUCTION

section of every chapter we will give the necessary references to these proofs,
and so the background material can be consulted.

In writing these notes we realised that we cannot do without certain
concepts. They are included, and so there are sections on Hilbert spaces,
operators, cweak solutions, spectra, etc.

1.2 Motivating examples

In order to motivate the development of a theory for linear infinite-di-
mensional systems, we present some simple examples of control problems
that arise for spatially invariant, delay and distributed parameter (those de-
scribed by partial differential equations) systems. These three special classes
of infinite-dimensional systems occur most frequently in the applications.

Example 1.2.1 Boundary control of a flexible beam

The Euler Bernoulli beam equation model was used by Bailey and Hub-
bard [2] as a model of one of the arms of a satellite, consisting of a central
hub with two or four flexible beams attached to it (see Figure 1.1).

Figure 1.1: Satellite composed of a central hub and two flexible solar panels.

The Euler Bernoulli beam equation model describes the transverse vi-
brations of a beam. To apply it, we use the schematic representation of
the arm/beam attached to the satellite, see Figure 1.2. The displacement is
given as w((,t), where ¢ € [0, L] is position on the spatial axis, and ¢ denote
the time. Thus we assume that the beam has length L. The satellite is seen
as a point mass attached at position £ = 0. A piezoelectric film is bonded
to the beam, which applies a bending moment to the beam if a voltage is
applied to it. This voltage is the control input of the system and the angular
velocity at the tip the measurement.

The displacement w((, t) satisfies the PDE (Euler Bernoulli beam equa-
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Piezo patches

Satellite

Figure 1.2: Schematic representation of the control problem.

tion model)

O%w tw

where p is the mass density, and F[I is an elasticity. Both are assumed to
be constant. If we assume that the mass is so heavy compared to the beam

that it will not move nor rotate we get the boundary conditions

w(0,t) = (z)z_]((),t) = 0, (no movement /rotation) (1.2)
PPw ¢ )
8—@(0,75) =0, (no force at the tip) (1.3)
0w PBw
T@(Lvt) - _J8t28<(L7t)+u(t)7 (14)

where the last models the bending moment at the tip of the beam. We add
the measurement

b= 0w

vt) = Grac

This system is using the Euler Bernoulli beam equation model with clamped

conditions at one side and bending control at the other side. We shall see

later on that this equation can be reformulated as a second order (in space)

equation by using the port-Hamiltonian framework. O

(L,1). (1.5)

Example 1.2.2 Heat equation. In this example we consider the heat prop-
agation in a uniform rod (cf. Figure 1.3). In absence of external source the
balance equation on the internal heat energy per unit volume h((,t) with
¢ €10, L] is given by

9q

oh
E(Ci) =T

(¢, 1), (1.6)
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Material having
thermal conductivity k
Area A

n | A I %

Figure 1.3: Heat conduction.

where ¢ is the distributed heat flow. The internal heat energy density can
be written as a function of the temperature T'((,t) as

h(Cat) = Cva(C,t), (17)

where ¢, is the heat capacity and p is the mass density. From Fourier’s law,
the heat flow is proportional to the negative gradient in temperature

oT
Combining the above equations gives
or 0 oT
'y (60 = e (K5 ) (19)

in which we have allowed that ¢,, p, and k depend on (. If they are constant,
then we can rewrite the heat equation as

ar ( o*T
ot

G1) = coa (G, (1.10)

which is its most familiar form. O

Example 1.2.3 Shallow water equation. Fluid flows in irrigation channels
or in moving fluid tanks can be represented by the shallow water equations.
We consider a channel with a single reach and constant section (cf. Figure
1.4).
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Gate Gate

Figure 1.4: Single reach channel.

The shallow water equation can be simplified to 1-D Saint-Venant equa-
tion. This equation is derived by integrating the Navier-Stokes equation
in the depth coordinate, assuming that the horizontal length scale is much
greater than the vertical length scale. In this case the conservation of mass
induces that the vertical velocity is neglectible. Moreover the vertical pres-
sure gradients are hydrostatic and the horizontal gradients are due to the
displacement of the pressure surface. In this case the velocity field is con-
stant over the depth of the channel. Hence the free surface flow is driven
by the boundary conditions. The model of the system is derived by writing
balance equations on the mass and on the kinetic momentum, considering
that the system is subject to the gravity force and hydrostatic pressure. In
the case of channels of constant section the state variables are the height of
the fluid A((,t) and its velocity v((,t). Balance equations lead to

oh 0
THGt) = 3 (.06, 1), (111
560 =5 (3G +anc.n). (112

Considering control perspectives, the system system is actuated with the
help of two gates at the boundary of the spatial domain. Control action is
insured by a boundary feedback of the form

h(0,t)v(0,t) = auy(t)\/hy(t) — h(0,t) (1.13)
h(L,t)v(L,t) = aua(t)\/h(L,t) — hq(t) (1.14)
aiming at controlling the fluid level and the velocity profile within the chan-
nel. In (1.13), (1.14) hy(t) and hy(t) are the upstream and downstream fluid

height, u;(t) and uy(t) are the control variables associated to the opening
rate of the gates. O

We close this session with the first PDE ever derived, namely the wave
equation.
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Example 1.2.4 Wave equation. Consider a flexible string attached to a
wall, as shown in Figure 1.5. The movements of the vibrations in the flexible

Figure 1.5: Vibrating string.
string are given by

2w w
05 (€0 = 5 (O ) .. (115

where p is the mass density, and T’ is the elasticity modulus. Since the string
is attached to the wall, we have the boundary condition

w(0,t) =0, (1.16)
and since there is no force at the right-end,

ow
T(L)—(L,t) = 0. 1.17
I (117)
As for the heat equation, this partial differential equation is normally written
as
0*w 50w

W(Cat) =c a2

assuming the physical parameters are constant, with ¢ = T/p. O

(¢, 1), (1.18)



Chapter 2
Solutions of PDE'’s, case studies

In the previous chapter we have seen some models described by partial
differential equations (PDE’s). In this chapter we consider the problem
of finding solutions. This we do in two ways. We begin by showing that
explicite expressions for the solution can be found for some simple examples.
However, in general this is not possible, and so to obtain an idea of the shape
of the solution, numerical techniques have to be used.

In the following chapter we focus on techniques proving the existence
of the solutions. This may seem strange, since until now you will have
encountered only differential equations that have a unique solution. For
partial differential equations existence is not obvious. In fact for non-linear
partial differential equations this is a long standing (still) open problem.
For linear partial differential equations, the situation is much better, as we
will see in the sequel, but by imposing the “wrong” boundary conditions
existence of solutions may be lost, see Exercise 2.6.

2.1 Finding solutions

Example 2.1.1 Consider the simple partial differential equation

oz Oz
SO0 =cgeGn, 12 0CER, (2.1)

where ¢ is a constant not equal to zero. This partial differential equation
asks you to find a function = depending on two variables, ¢t and (, such that

9March 21, 2024



8 CHAPTER 2. SOLUTIONS OF PDE’S, CASE STUDIES

the derivative with respect to t is ¢ times its derivative with respect to . It
is not hard to see that

z(¢,t) = f(ct +¢)

is a solution of (2.1) provided f is a differentiable function.
If we add to the partial differential equation (2.1) the initial condition

IE(C,O) = xO(C)v ( eR, (22)

then it is clear that f must equal the initial condition. Thus the solution
becomes

x(C,t) = zo(C + ct). (2.3)
Without proof we state that this is the unique solution of (2.1) with initial
condition (2.2). O

Example 2.1.2 We consider a similar PDE as in the previous example, but
now on the bounded spatial interval [0, 1] and ¢ is assumed to be positive.

oz

5D, =0 24)

ox

il t) =

Lt =c
with initial condition

x((70> :.’IJ()<C), S [07 1]

Inspired by the previous example we get the following solution
xo(C+ct) ¢€[0,1], (+ct<1
z(¢,t) = ( ) 0,1 (2.5)
xo(1) Cel0,1], C+et>1

provided zg is differentiable with derivative zero at ( = 1. However, this is
not the only solution of (2.4). Another solution is given by (Please check it
for yourself).

(2.6)

(Ct) = zo(C+ct) Ce€l0,1], (+ct<1
" lgCHet) Cel0,1], CHet>1,

where g is an arbitrary continuous differentiable function on (1, 00) satisfying
9(1) = zo(1), and g(1) = @o(1).

Hence we have that the PDE (2.4) does not possess a unique solution.
The reason for this is that we did not impose a boundary condition. If we
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impose the boundary condition x(1,t) = 0 for all ¢, then the unique solution
is given by, see also (2.5),

S(C.) {xo(C—i—ct) Cel01], (+et<1, 2

0 ¢€l0,1], (+ct>1.

Note that we assumed that x( satisfies the boundary condition as well, i.e.,
zo(1) = 0. The rule of thumb is that for a first order PDE we need one
boundary condition. However, this is only a rule of thumb. If we impose to
the PDE (2.4) the boundary condition z(0,t) = 0, then this PDE does not
possess any solution if zg # 0, see Exercise 2.6. O

As stated in the previous example the order of the PDE indicates the
number of boundary conditions. By the order of the PDE we mean the
highest spatial derivative, i.e., the derivative with respect to {. Similar to
ordinary differential equations the highest derivative with respect to time
determines the number of initial conditions.

In the two previous examples we “saw” the solution. In the following
example we illustrate another technique for finding solution. This technique
is known as separation of variables.

Example 2.1.3 Consider the heat equation of Example 1.2.2 on the spatial
domain [0, 1],

ox 0%z
—((,t) = c=—=((, 1 t> 2.
G =GaEn. =0, (28)
where ¢ > 0. We assume no heat flux at the boundary, i.e., the boundary
conditions are 5 9
x T
—(0,t) =0=—(1,¢t t>0. 2.9
ag( ) ) ag( Y )7 - ( )

The initial condition is given as
z(¢,0) = z9(¢), 0<(¢<1. (2.10)

To solve this partial differential equation, we first ignore the initial condition.
That is we want to find a function which satisfies (2.8) and (2.9), but not
necessarily (2.10).

We begin by trying to find a solution of (2.8) and (2.9) which is of the
form

z(C,t) = f(Q)g(t). (2.11)

Since the solution is splitted into two functions both only depending on one
of the variables, this technique is known as separation of variables. Since
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the candidate solution (2.11) has to satisfy (2.8), we find for ¢ € [0,1],¢ >0

that
2
10%w=2cn= =t e

Assume now that f and g are nowhere zero, then we may divide the above
equation by f(¢)g(t). This gives the equation

d af

i _ ) (2.13)

g(t) f(¢)
Now on the left hand-side we have a function only depending on ¢, whereas
on the right hand-side we have a function depending only on (. Since ¢ and
¢ are independent, we must have that they are both equal to a (the same)
constant. Thus from (2.13) we conclude that

a2 dg
d _ _
gt(t) =\ & E(t) = A\g(t) (2.14)
L) &
o =N ¢ @O =M (2.15)
The first equation is easy to solve and gives
g(t) = g(0)e. (2.16)

For the solution of the second differential equation, we also use the bound-
ary conditions (2.9). These boundary conditions imply that not all \’s are
possible, if we want to have that f is not identically zero. We find that (see
Exercise 2.2)

f(€) = acos(nw(), A= —n’r?c, neN= {0,1,2,---}. (2.17)

Note that the constant function is also included by n = 0. The solutions in
(2.17) imply that the lambda’s in (2.16) are restricted as well. So solutions
of the form (2.11) exists, and they are given by

2n(C,1) = ag(0)e ™ ™ cos(nm¢),  ne€N. (2.18)

So the positive outcome of our endeavour is that we have not found one
solution of the form (2.11), but infinitely many. The drawback is that we
cannot allow for arbitrary initial conditions. Namely for the solutions (2.18)
there holds

(¢, 0) = ag(0) cos(nm() = a, cos(nm().
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Hence only if the initial condition is a special sinusoid, then we have obtained
a solution of (2.8)—(2.10).

To find more solutions, we use the linearity of the PDE (2.8) with bound-
ary conditions (2.9). This means that if z((,t) and y((,t) satisfy (2.8)
and the boundary conditions (2.9), then for any «,8 € C the function
az((,t) + By(¢,t) satisfies (2.8) and (2.9). (The reader should check this
for her/himself.) Thus

aje ™ cos(m() + age 4Tt cos(27()

is a solution, for any a; and as. By repeating the argument, we find for any

N > 0 and for any choice of g, aq,...,ay that
N
2.2
t) = Z ane "™ % cos(nm() (2.19)
n=0

satisfies (2.8) and (2.9). Now simply evaluating this solution for ¢t = 0, we
see that the associated initial condition equals

N
0) = Z ay, cos(nm(). (2.20)
n=0

So we can now allow for any initial condition which is a (finite) linear com-
bination of our special sinusoids. On the left hand-side we have a function
defined on the spatial interval [0, 1], whereas on the right hand-side we have
a sum of sinusoids. This is very similar to the Fourier cosine series. Roughly
speaking, the Fourier series tells us that a periodic function ¢ of period T
which is even, i.e., ¢(—() = ¢(¢) can be decomposed as

= an cos(nwo(), (2.21)

where wy = 27/T and

- { f%% q(¢) cos nwoC)dC n>1,
= T/2
L 74/2 (Q)d n=0.
If we now see the initial condition xy({) as the restriction of an even and

periodic function (with period 2) to the interval [0, 1], then we have that
wo =T,

(2.22)

= Z by, cos(nm(), (2.23)
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with
1 1
by, = 2/ x0(¢) cos(nm()d(, n>1, and by = / xo(¢)dC. (2.24)
0 0

Hence based on (2.19), (2.20) and (2.23) we expect that the solution of
(2.8)—(2.10) is given by

z((,t) = ane_"QTrZCt cos(nm(), (2.25)
n=0

with by, is given by (2.24).

Already when Fourier introduced his series expansion, now known as
the Fourier series, there was a debate on how to interpret this infinite sum,
(2.21) and (2.23). Very soon it became clear that when ¢ (or zg) is piecewise
smooth, then (2.21) (or (2.23)) holds pointwise, except for the points where
there is a jump. A hundred years later it was shown that for functions
which are square integrable, i.e., fOT lq(¢)|2d¢ < oo, (2.21) also holds but in
a weaker sense. Namely the integral over the (squared) error goes to zero
when we take more and more terms. Thus

2

N
q(¢) — Z by, cos(nm¢)| d¢ = 0.
n=0

T
lim
N—oo 0

Fifties years later it was shown that for initial conditions x( that are square
integrable, the expression (2.25) is the solution of (2.8)—(2.10), but also in a
weaker sense. We shall say some more about this in the following chapter.l

As we have seen in the modelling chapter, the wave equation models a
completely different behaviour than the heat equation, but as will be shown
next, obtaining its solution goes very similar.

Example 2.1.4 Consider the homogeneous wave equation with no force at
the boundary. For simplicity, we assume that the length is one. Thus the
model is given by, see also Example 1.2.4

0z 0*x
e (G0 =5mG0,  1200e(01) (2.26)
with no force at the boundary, i.e., with the boundary condition
0 0
20 =0=2221,1), t>0 (2.27)

¢ aC
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and initial condition

HCO) =m0, D =m(Q) 0SSl (229)

Thus we prescribe the initial position and the initial velocity.

To solve this partial differential equation, we first ignore the initial con-
dition. That is, we want to find a function which satisfies (2.26) and (2.27).
We proceed as in Example 2.1.3. Thus we try to find a solution of the form

z(¢,t) = f(Q)g(t),

where we assume that f and g are nowhere zero. As in the previous example
this leads to the following ordinary differential equations

2
a6 =gl (2.29)
and 2 \ ; .
dé@%=@ﬂo, cwgmzozéiuy (2.30)

Since this last equation is the same as equation (2.15) we already know that
() = acos(nm¢), A= -n’r’c? neN. (2.31)

For these \’s we can solve (2.29) and find for n > 1
g(t) = B cos(nmet) + v sin(nwct) (2.32)

and for n =0
g(t) =B+t (2.33)
So for n =0,1,---, we have found the following solution of (2.26)-(2.27).

1) an, cos(nm() cos(nmcet) + by, cos(nm() sin(nwet) n > 1,
InlG, ) =
ao + bot n=0.

It is easy to show (please check) that an arbitrary sum of these solutions,
i.e.,

SN(C, t) = ag + bot+ (2.34)
N
Z an cos(nm() cos(nmwet) + by, cos(nm() sin(nmct)

n=1
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is again a solution of (2.26)—(2.27). The initial condition associated to this
solution is

N
Sn(¢,0) =ao+ Z an cos(nmq). (2.35)
n=1

Hence again we recognise on the right hand-side a Fourier cosine series. We
did not only have the initial position as an initial condition, but also the
initial velocity, see (2.28). From (3.34) we that

@(g 0)=b +Zij (nm¢) (2.36)
ot ) — U0 nNTTCCoS(N7q ). .

n=1

Again we recognise a Fourier cosine series, but the coefficients in front of
the cosine terms are not directly the Fourier coefficients.
Based on the above the assert the following solution of (2.26)—(2.28)

x(¢,t) = ap+bot + Z an, cos(nm() cos(nmet) 4 by, cos(nm() sin(nwet) (2.37)

n=1

with
1 1
an = 2/ x0(¢) cos(nm¢)d(, n>1, and ag = / xo(¢)d¢ (2.38)
0 0

and

9 1 1
bp=— [ z1(¢)cos(nm()d(, n>1, and by = / z1(¢)d¢.  (2.39)
0

nmc
0 0

In the above examples we have constructed solutions of PDE’s. However,
it is good to remark that there are only a handful of PDE’s which you can
solve by hand. We decided to present some of these, because it gives an
intuition for the solutions, and they serve as examples for more complicated
examples. Hence in general the emphasis will not lie on the exact expression
of the solution, but on knowing that the PDE with appropriate boundary
and initial conditions possesses a unique solution, and to know properties
of these. Finding this solution of the PDE is typically done via numerical
techniques.

2.2 Exercises

2.1. Check that the function given in (2.5) is a solution of the PDE (2.4).



2.2.

2.2.

2.3.

2.4.

EXERCISES 15

Check that the function defined in equation (2.19) is a solution of the
PDE (2.8) and satisfies the boundary conditions (2.9).

In the solutions of Examples 2.1.3 and 2.1.4 we have seen that the func-
tions are expressed using sinusoids and exponential function. These
functions can only be evaluated at a dimension-less argument. On the
other hand, our PDE’s expresses physical processes, and so they con-
tain units. To see that these two can meet, we study the heat equation
of Example 2.1.3 once more, but pay extra attention to the units. So
we consider

Ox 0%z
= c—— >
with boundary conditions
ox ox
S0 =0= G, 120

We take as units for ¢, ¢ and x, seconds, meter, and Kelvin, respec-
tively.
(a) Determine the dimension of c.

(b) Find a non-zero solution of the PDE satisfying the boundary
conditions.

(c) Check that the arguments of the functions, like cos and the ex-
ponential, found in the previous part are dimension-less.

Consider a bar of length one whose temperature is zero at both ends.
The model is given as

O%w

ow
E(C?t) = O‘ng((?ﬂ U}(C, 0) = wO(C);
w(0,t) =0, w(l,t)=0.

(2.40)

w((,t) represents the temperature at position ¢ € [0, 1] at time ¢t > 0
and wp(¢) the initial temperature profile. Furthermore, « is a positive
constant.

(a) Use separation of variable to determine infinitely many non-zero
solutions of (2.40).

(b) Show that a finite sum of solutions found in part (a) still satisfies
(2.40).
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(c) For which initial conditions wp have you found the solution?
What would be your guess for the solution of (2.40) for arbitrary
initial conditions?

2.5. Consider the vibrating string attached to a wall at both ends, described

by the PDE
O*w 5 0% w
w(@’f)zc TCQ(QW 0<(¢<Lit>0 (2.41)
with boundary condition
w(0,t) =0 =w(L,t), t>0 (2.42)

(a) If w,¢ and ¢ have units meter, meter, and seconds, respectively,
determine the unit of c.

(b) Use separation of variable to determine a non-zero solution of
(2.41)—(2.42).
(c) Show that a finite sum of solutions found in part b, still satisfy
(2.41)-(2.42).
2.6. In this exercise you will prove that the partial differential equation

_ Oz

ox x
a(gat)_ aC(C7t)7 ¢e [0’1]7 t20,

with non-zero initial condition 2:({,0) = x¢({) and boundary condition
z(0,t) =0
does not possess a solution.

(a) Assume that the PDE possesses a solution, show that for any
continuously differentiable f satisfying f(n) = 0 for n > 1 the
function ¢(t) = fol f(¢ +t)x(¢,t)d¢ has derivative zero for ¢ > 0.

(b) For the function defined in the previous item, show that ¢(1) = 0,
independently of the value of f in the interval [0,1).

(c) Conclude from the previous two items that fol f(Q)xo(C)d( is zero
for all continuously differentiable functions f.

(d) Prove that for any non-zero initial condition the PDE with the
chosen boundary condition does not possess a solution in positive
time.



Chapter 3

Solutions of linear PDE’s, weak,
strong, and general

In the previous chapter we have seen that for some standard PDE’s a solution
could be found. For instance, for the transmission line, see Example 2.1.1,

oz 0x
E(Cat) = Caic(gvt)a tanCGRv (31)
(¢, 0) = zo(¢) (3.2)
the solution was given by
(¢, t) = zo(ct + Q). (3.3)

If xg is smooth, then it is easy to check that this is a solution. However, the
expression (3.3) is also well defined for xo(¢) = | cos(¢)|, or for zp being the

step function, i.e.,
1 ¢>0
xT =
0= 20

We can clearly imagine that this step-function is moving with speed ¢ over
the real line, and in that sense it should be a solution of the transmission
line equation (3.1), although it is not differentiable everywhere. To include
this as a solution, the concept of weak solution will be introduced.

9March 21, 2024
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3.1 Weak and strong solutions

Consider a PDE with initial and boundary conditions. We say that w((,t)
is a strong solution or classical solution when

1. w is sufficiently times differentiable with respect to ¢ and ¢,

2. w satisfies the PDE, and

3. w satisfies the initial and boundary conditions.

If we return to our example in the beginning of this chapter, i.e., (3.1)—
(3.3), then we see that for z((¢) = cos((), the function x((,t) := cos(t + ()
is a classical/strong solution. Similarly, the function

Zane it tcos(nm() (3.4)

is a classical/strong solution of the heat equation (2.8) with boundary con-
dition (2.9) with initial condition x¢(¢) = 227:0 ay, cos(nm(). Please check
this yourself.

As mention in the introduction of this chapter and in the previous chap-
ter, it seems that classical solutions are not the whole story. For instance,
we would like to take N = oo in (3.4) or to allow for a step function in (3.2).
We see that one difficulty lies in the condition that have to differentiate the
solution. This we can bypass, by integrating the equation.

Consider again the PDE (3.1). We multiply it with a smooth function
of ¢ which is zero at ( = co and {( = —oo and integrate this with respect to

¢
/Z¢( ctdc—/ H(O)e 2 (¢, t)dc

o
/ Ol e,

where we have applied integration by parts with respect to the (-variable
and used that ¢ is zero at plus and minus infinity. Integrating the above
equality with respect to t, we find

/tf/ Oex(C,t)dCdt = // H(O) = (¢, t)dCdt

/¢ 2(C ty)dC — / S(Q)zo()dC,
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where we have interchanged the order of integrating, and used the initial
condition. So we have reformulated the PDE (3.1) with initial condition
(3.2) to the integral equation

/¢ 2(C ty)dC— / &(O)zo(Q)dC =

/ ! / Jen(C,0)dCdt (3.5)

which has to hold for all £y > 0 and all smooth ¢ which are zero at oo.
Since we don’t need to differentiate x anymore, we see that (3.5) has a
meaning for a larger class solutions. These solutions we call weak, i.e., a
weak solution is defined by the following two properties;

1. It satisfied the integrated form of the PDE;
2. It satisfies the initial condition.
We illustrate this by showing that (3.3) is a weak solution of (3.1)—(3.2)

Example 3.1.1 Let xg be a piecewise continuous function, and let = be
given by (3.3). To see that this is a weak solution of weak solution of (3.1)—
(3.2) we must check (3.5). After inserting the candidate weak solution, we
do the substitution nn = ct 4+ ¢ in the (-integral

/tf/ Yex (¢, t)dCdt = /tf/ Q)exo(ct + ¢)dddt
_ /0 N / Z df;(n — et)eao(n)dndt
= [" [ 0%~ ctmotnyinas
Y —
/.

ty
(Dt - etp)alndn — [ (~dmanlndn

—00

— (0 — ct)xo(n)dtdn

— /¢ gtfdg+/ d(Q)wo(C)dC,

where in the last step with did the integral substitutions n = cty + ¢ and
n = (, respectively. So we see that in the above we only used that xg is
integrable and so for many initial conditions we have shown that (3.3) is a
weak solution. O
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In the previous example we did not need to consider boundary conditions.
To see how boundary conditions pop up, we consider the heat equation of
Example 1.2.2 and 2.1.3.

Example 3.1.2 Consider the heat equation with boundary and initial con-
ditions

ox

E(Cvt) 6C2 (C? )7 t> OvC S [07 1]7 (3'6)

oz ox

&(Ovt) :0:874_(1,75), >0, (37)
z(¢,0) = zo(C), ¢ €[0,1]. (3.8)

As before, we multiply the PDE with the smooth function ¢ and integrate
it with respect to (. Performing now integration by parts twice, we obtain

! Ox ! 0%z
| ooGrcnic= [ o5 i

— [o@g e >T— [ 20

o [ do
—0 /0 e C(c,m

(Oear(¢ B

9¢

= — @ Cx 2(Z) CX
= - [Lienicn] + [ Eoienicnic

where we used the boundary conditions. Before we integrate this expre-
sion with respect to t, we pay some more attention to the boundary term

[d? (Qex(C,t)| = c‘;?(l)x(l, t) — c‘;? (0)cz(0,t). If we would have that x is
a continuous fu(ilctlon of ¢, evaluating it in { = 0 or ( = 1 is no problem, but
as we have seen in the transmission line, we could allow for functions with
jumps, and then it becomes harder. Moreover, looking that the (candidate)
solution (2.23), we are forced that the series > ° (b, (= 20(0)) has a mean-
ing. Since the aim is to allow for as many initial conditions as possible, we
choose another way out. We just assume that %(C ) is zero at ¢ = 0 and at

¢ = 1. Since ¢ is chosen by ourselves, this is allowed. So for these ¢’s there

holds
[ s0% i = [ 480

which leads to the (time) mtegrated form,;

/¢ z(¢,tp)d¢ — /qb z0(¢)d¢ = /tj/ sz (Ocx (¢, t)dcdt, (3.9)



3.2. WEIGHTED L?-SPACES 21

which has to be satisfied for all t; > 0 and all smooth ¢ satisfying Z—?(O) =
2 =o. O

In the previous examples we saw how we can extend the concept of a
solution by no longer requiring that the function is differentiable. However,
for the integrated form like (3.9) it is not immediately clear that there will
exist a solution. To formulate existence theory, we have the introduce some
notation and concepts.

3.2 Weighted L?-spaces

In all our examples we have seen functions. In this section we introduce some
function spaces, i.e., sets whose elements are functions. They will appear as
our state spaces.

Definition 3.2.1. Let a € RU {—o00} and b € R U {oco} with a < b be
given. Let w : (a,b) — R be a (strictly) positive function!. We say that
f: (a,b) — R is in the weighted L?-space L2 (a,b) whenever

b
[ #eru@c <. (3.10)

When w(¢) = 1 for all ¢ € (a,b), then we simply write L?(a,b).
When f may take complex values, (3.10) is replaced by

b
/ FOPw(Q)dC < 0. (3.11)

and the space is denoted by L2 ((a,b);C). O

Elements from L2 ((a,b); C) and L2 (a,b) possess nice properties which
we will use a lot. We list them first for L2 (a,b) and later extend them to
vector valued functions.

1. If f,g € L2 (a,b), then af + Bg € L2 (a,b) for all a, 3 € R.

2. For f,g € L?(a,b) we define their inner product as

b
(F g = / F(Og(Qw(C)dc. (3.12)

'Thus infce(q,5) w(¢) > 0 or equivalently there exists an m > 0 such that w(¢) > m for
all ¢ € (a,b).
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3. The L2-norm of f is defined as

b
1l = \/ / FO)2w(C)dc. (3.13)

4. For the norm and inner product the following properties hold;

(a) (af + B9, h)w = alf, h)w + B{g, h)w; o, B € R
) 12 = {fs w
() [{fsh)wl < I fllwllgllw (Cauchy-Schwarz inequality)

5. Let {fn,n € N} be asequence in L2 (a, b) satisfying that for every e > 0
there exists an N € N such that || f,, — fm||lw < € for alln,m > N. Then
there exists an f € L2 (a,b) such that f, — f, i.e., || fn — fllw — 0 as
n — oo.

For f,g,h € L*((a,b);C) the inner product and norm must be adjusted
to

b
(. g = / FOQw(C)dc,

b
1l = \/ / FOPw(C)dC.

The properties stay the same, but in item 1. and 4.(a), o and 8 may be
chosen to be complex. Property 5. is known as the completeness property.
Note that R has a similar property.

It is easy to see that the zero function has norm zero. However, so has the
function which is zero except in one point. To overcome this we say that f is
the zero function (in L?(a, b)) when it is zero almost everywhere. Similarly,
we say that f = g (in L?(a, b)) when they are equal almost everywhere.

From courses like linear algebra, we know that for vectors in R™ we have
the Euclidian inner product

(w,w) =vTw, v,w € R"
which has similar properties as those stated above. So we have extended
this (Euclidian) inner product between vectors to an inner product between
functions. We can combine the two inner products to build an inner product
on vector valued functions. We recall that the n x n matrix @ is strictly
positive when it is symmetric, Q7 = @, and vI'Qv > 0 for all non-zero
v € R".
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Definition 3.2.2. Let a € RU{—o00} and b € RU{oo} with a < b be given.
Let W : (a,b) — R™ ™ be a strictly positive matrix valued function. We say
that f: (a,b) — R" is in the weighted L?-space L%, ((a,b); R™) whenever

b
/ FOTW(Q)F(Q)dC < . (3.14)

When w(¢) = I for all ¢ € (a,b), then we simply write L?((a, b); R"). O

The inner product and norm on L%, ((a, b); R") are given by

/f OTW(Og(Q)dC, [ fllw = \//f YTW () £(C)dC.

They too possess the same properties as stated for the scalar case. If we
don’t specify which weighted L?-space we take we will denote it by X, and
refer to it a Hilbert space or our state space.

3.3 Setting up a state space theory for PDE’s.

Consider the ordinary differential equation

i(t) +4y(t) = 5y(t) = 0,  y(0) = 0,9(0) = v1. (3.15)

By introducing the state vector

we can write the ordinary differential equation (3.15) as the first order
vector-valued differential equation, or state-differential equation

&(t) = Az(t), z(0) = xo, (3.16)

0 1
A= [ 5 —4 } '
and the state space equals R?. We would like to do a similar thing for our
PDE’s, i.e., to find the state space and the A.

For that we return to Example 2.1.1. Hence we consider the partial
differential equation

with

AU, CeR, t>0, (3.17)

ow
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with ¢ a positive constant. As initial condition we take wg(().

For the state-differential equation (3.16) we know that the state x(t) lies
in the state space. In particular, the initial state lies in the state space.
Applying this reasoning to our PDE we see that the state space must be
some function space. We choose it to be L?(—o0, ), where the whole real
axis is chosen since it is the spatial domain of our PDE.

So we have our state space, but how to obtain A and how to interpret
x(t)? We start with the latter.

We see from the ordinary differential equation, that if we freeze time,
then we are in the state space, i.e., z(t) must be in the state space for all ¢.

In Section 3.1 we showed that the solution is given by

w((,t) = wo(¢ + ct). (3.18)

Combining this with the condition that x(t) € L?(—o00,c0), we see that

(z(t)) (€) = w(¢, 1) (3.19)

So what this choice for the state does, is seeing the function w first as
a function of time ¢, and next as a function of the spatial coordinate (,
instead of seeing it as a function of the pair ((,t). A subtle, but important
difference.

Now we have settled our choice for the state and state space, it is time
to move to the next question what do we take as A?

To answer this question, it is good to remember what is the use of A.
For ordinary differential equations the A is used to map the state at time ¢
to the time derivative of the state, &(t), see (3.16).

Recall that our state x(t) is still a function of time, and so by writing
Cfl—f(t), we mean (see (3.19)) that we differentiate the function w with respect
to time. Thus i .

(%) © =5, (3.20)
By the PDE (3.17) we know that the right hand-side equals c%—%’ (¢,t). Using
(3.19) once more we find

(50)© =G =Gl = ©. G
with d
(AN (©) = L (¢). (3.22)

dg
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So A just becomes the right hand-side of the PDE. However, from the matrix
case, we know that A maps any vector from the state space to a vector in
the state space. For our general case, we see that here is a small problem.
For instance, if we take f to be a function with a jump, for instance

0 (<0
f(C)_{e_C CZ(),

then this function lies in X = L?(—o0,00) (see Definition 3.2.1 or equation
(3.10)), but Af (the derivative of f) does not exist. Or if you know about
the delta function, it will have a delta-function at zero and thus the answer
is not an element of X. So for PDE’s Af will not always be defined for all
f € X. Since we want to have that A maps into X, we restrict the set on
which A may work. Thus Af is only done for f’s in the following set

{feX|Z‘éeX}

This set is called the domain of A. Notation: D(A).

So the domain of A will be those functions f (of ¢) such that Af makes
sense, i.e., lies in X.

Concluding, we are able to rewrite the PDE (3.17) into the abstract form

x(t) = Ax(t), z(0) = xo

for a suitable state and on a suitable state space X.
There is problem which remains open. Namely, what to do with bound-
ary conditions?

3.3.1 Boundary conditions.

In order to obtain an intuition on where the boundary conditions have to go
in the abstract set-up, we return to Example 2.1.2. Thus the PDE is given
by
ow ow
—((,t) = c—((, 1), t>0,(€]0,1], 3.23
5 (€)= G Celo,1 (3.23)

with initial condition
U)(C, 0) = fL'O(C), C € [07 1]

and boundary condition
w(l,t) = 0.
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Since the PDE is very similar to the one presented above, see equation
(3.17), we choose a similar state, state space, and A. That is

(x(®) (¢) =w(¢,t), X =L*0,1),

and

(Af)(0) = cj{.«).

Again the question is on which functions we want A to work. Since we want
that Af lies in the state space, functions with a jump inside the spatial
domain [0, 1] are not allowed, but on the other hand, we want that our state
satisfy the boundary conditions. Now we could add the boundary conditions
into the state space X, but in X two functions can be the same whereas they
are not pointwise the same. For example, in X the following two functions
are the same, see Section 3.2

AQ =1.Ce01] and fol() = {1 e,

0 ¢=1
Since the first does not satisfy the boundary conditions, we see that adding
the boundary conditions to the state space is not possible. However, for the
derivative to exist we need that the function is at least continuous, and so
we see that we can impose point values for functions in the domain of A.
Thus we take as domain of A the following set

D(A)z{féX]Z‘éGXandf(l)zO}.

Concluding, we see that the domain will also contain the boundary condi-
tions.

3.4 Existence of solutions.

In the previous section we have introduced our class of state spaces and
shown how to rewrite PDE’s into abstract differential equations on such a
state space. These facts enable us to formulate existence theorem. We will
not do this in its full generality, but only for solution which don’t grow in
norm. In Chapter 4 we will see that the norm is often directly related to
the energy in the system, and so to demand of a solution that is does not
increase in energy is natural.
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We consider a linear time-invariant PDE rewritten as the abstract dif-

ferential equation
&(t) = Az(t), =(0) =xo (3.24)
with 29 € X (a weighted L?-space) with norm || - || and inner product (-, -).

The (linear) operator A has the domain D(A) and maps into X.

Theorem 3.4.1. Consider the abstract differential equation (3.24) on the
state space X. This differential equation has for every initial condition
xo € X a unique weak solution x(t) (in X ) satisfying ||z(t)|| < ||zol if and
only if the following conditions hold

1. For all xy € D(A) we have that (Axg,xo) + (xg, Azg) < 0;
2. For all z € X there exists a xg € D(A) such that (I — A)zg = z.

For solutions that do not loose norm/energy, we have a similar theorem.

Theorem 3.4.2. Consider the abstract differential equation (3.24) on the
state space X. This differential equation has for every initial condition
xo € X a unique weak solution x(t) (in X ) satisfying ||z(t)|| = ||zo]| if and
only if

1. for all zy € D(A) we have that (Axg, xo) + (xo, Azg) = 0;
2. For all z € X there exists a xg € D(A) such that (I — A)zg = z.

Note that the inner product and norm in the theorems is chosen belong-
ing to X. So if we take a different weight function in L2, then the inner
product and norm has to change accordingly.

Example 3.4.3 Based on the example in Section 3.3, we define A as
Ax = c— 3.25
with domain

D(A) = {z € L*(R) | 32 € L*(R)}. (3.26)

We will check the conditions of Theorem 3.4.2. Let xy € D(A), then

(Azo, o) + (a0, Azo) = [ h CC?CO(C)!L‘O(C) T 20(Q)e

>~ q 2
- [ R
= cxg(00) — cag(—o0) =0,

d.%'o

CTC(C)dC
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where we have used that for a function in D(A) the values in +oo are
zero. Thus the first condition of Theorem 3.4.2 is satisfied. To check the
second condition, we choose a z € X = L?(R), and we have to construct a
xo9 € D(A) such that zg — Axg = z, or equivalently

d$0

z0(¢) *CTC

It is not hard to see that for ¢ > 0 the solution (in X) of this differential
equation is given by

€)==2(0), C(eRr

For ¢ < 0 the solution (in X) of this differential equation is given by

—1 [

xo(() = — e < z(r)dr.
c —Oo

In both cases this is an element of D(A), and so the second condition in

Theorem 3.4.2 is also satisfies. Hence we conclude that the PDE associate

to A in (3.25) possesses unique weak solution which stay norm-constant, i.e.,

25 2(¢,6)2d¢ = [72 x0(¢)?dC for all t. O
Example 3.4.4 Consider the PDE of Example 2.1.2;

ox ox

- =c— > 1 .

with boundary condition z(1,t) = 0. Based on our previous observation, see
Section 3.3, we define A (corresponding to (3.27)) as

d
Az = cd—'z (3.28)
with domain
d
D(A) = {z € L*(0,1) | dig € L*(0,1) and z(1) = 0}. (3.29)
We will check the conditions of Theorem 3.4.2. Let xg € D(A), then
U de dz
(Azo,a0) + (a0, Azo) = [ 2 (Q)(6) +a0(O)e 2 ()
0

1 2
:Admmﬂ
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where we have used the boundary condition and the fact that ¢ > 0. Thus
the first condition is satisfied. To check the second condition, we choose
az € X = L?0,1), and we have to construct a * € D(A) such that
xo — Axg = z, or equivalently

ClZC()

z0(¢) — c——=(¢) = 2((), ¢e(0,1) and zo(1)=0.

It is not hard to see that the solution (in X) of this differential equation is
given by
C—T1

1
z0(¢) = /C e < z(r)dr, ¢€(0,1).

This is an element of D(A), and so the second condition in Theorem 3.4.2
is also satisfies. Thus the PDE (3.27) possesses for every initial condition in
L?(0,1) a (unique) weak solution whose norm will never be larger than the
initial norm, i.e., [ (¢, t)2d¢ < [ 2o(¢)2dC for all £ > 0. O

Looking at the above examples we see that the domain of A is a subset
of L? for which the derivative(s) up to a certain order are still in the same
L? space. These spaces are called Sobolev spaces.

Let —oo < a < b < 0o, then H”(a,b) is the set of all functions for which
the £'th derivative lies in L?(a,b) for every £ € {1,--- ,k}. This is known as
the k’th Sobolev space. So we had the Sobolev space H'(—o0,00) = H*(R)
in Example 3.4.3, and for the diffusion equation of the following example we
use H2(0,1).

Example 3.4.5 In this example we consider the heat equation with no heat
flux at the boundary of Example 2.1.3. The candidate A with its domain is
given as

d?x
with domain
9 9 dz dz
D(A) ={x € L*(0,1) |z € H*(0,1) and d—(l) =0= d—(())}, (3.31)

where we have chosen as state space X = L2(0,1). Note that the domain
involves the Sobolev space H?(0,1) as now we need functions in the domain
to be twice differentiable.
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For xg € D(A) we find

1 2 QIZ‘
(s, au) + (oo, Azo) = [ S EC0(0) + 20(Q)e G (01
T 1 1 T 2
= 2|2 @mo0)] —2 [ |G| ac<o

where we used integration by parts, the boundary conditions and the posi-
tivity of c.

Next we solve (I — A)z = z for an arbitrary z € X and « € D(A). Hence
we must solve

d’x dr dx
z(¢) — dCQ(C) 2(¢), ¢€(0,1) and dfc(l)zozdfg(o)‘

We can write this as a system of differential equations, like

el e

The solution of this is?

[ ] = [ romte) a0 120 ]+

[T omle o A [ 4 o
(

)
cosh(y¢) ] 1 /C [ = sinh(y(¢ = 7)) }
= . z(0) — - z(7T)dr,
o [0 2 [ ot |70
where 72 = % and we have used the boundary condition at zero. Using the
other boundary condition gives

Q= O

cos — Na(r)dr ¢
z(¢) = cosh(v() [fo h(y(1 —7))z(1)d ] 1/ 1
0

cy sinh () ~ sinh(y(¢ — 7))z(7)dr.

Thus the heat equation with no heat flux at the boundary possesses for
every initial condition in L2(0, 1) a unique (weak) solution, whose L?-norm
will not increase. We know from Example 2.1.3 that this solution is given
by (2.25) and (2.24). O

%sinh(¢) = %, cosh(¢) = %
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3.4.1 Strong and weak solutions, revisited

In Section 3.1 we have introduced the concept of weak and strong solutions,
and in Theorems 3.4.1 and 3.4.2 we have given conditions under which weak
solutions (bounded by the initial state norm) exist. Now it is a natural
question when these weak solutions are classical/strong ones.

It can be shown that if the initial condition lies in the domain of A, D(A),
then x(t) stays in the domain of A. Furthermore, the function ¢ — x(¢) is
differentiable and its derivative equals Ax(t). Thus when xg € D(A), then
the weak solution satisfies the abstract differential equation

&(t) = Az(t), z(0) = xo.

Since this abstract differential equation is just a short-hand notation for the
PDE, we see that this solution satisfies the PDE, and is thus a classical
solution. It is good to investigate this on the example of the transport
equation as given in equations (3.1)—(3.2), see also Example 2.1.1.

In Section 3.3 we choose as our state space X = L?(—o00,00). So even
if for z0(¢) = ¢? the solution as given in (3.3) clearly satisfies the PDE, we
don’t consider it, because xq ¢ L?(—o00, 00).

Since zo(() = @# is an element of X and since

¢ | 2 +1 —eoslOE P ¢ e ((2n + 1), 207)

cos 2 —2( sin
d Psm(c)q: { STV ¢ ¢ (2pm, (20 + 1))

is also an element of X, we see that o € D(A), and thus by the above
z(C,t) = zo(ct + () is the classical solution of (3.1)—(3.2), even though it is
not differentiable in every point. These are subtle differences with what you
might expect, and they are caused by our choice of the state space.

3.5 Linearity at all places?

In this and the previous chapter we only considered linear PDE’s. So it good
to have a more detailed look to them, and to the consequences which that
choice had on the mathematical objects we work with. First of all, how do
you recognise that a PDE is linear?

A PDE is linear when any sum and scalar multiple of solutions is again
a solution, or said differently superposition is allowed. So you assume that

3This section is not part of the exam material
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f(¢,t) and ¢(¢,t) are solutions of the given PDE, and you check whether
that implies that h((,t) = af((,t) + Bg((,t) is a solution as well. Here «
and [ are (arbitrary) real constants. Let us check this on two examples of
Chapter 1.

Example 3.5.1 We consider the Euler-Bernoulli beam model of Example
1.2.1 with no bending moments applied to the tip. So the movements of the
beam are modelled via the PDE, see also (1.1),

poicn=r19 8, (332
and the boundary conditions are given by (1.2), (1.3), and
) = T (1),
Now since
s (Gt + B =0 L () + 82 (¢
or? ot? ot?

and since a similar relation holds for 53—:4, we see that if f and g satisfy (3.32)
so will h = af + Bg. A similar argument gives that h will also satisfy the
boundary conditions, because f and g do. Thus this PDE with its boundary
conditions in linear. 0

Next we look at our model of the shallow water equations of Example
1.2.3.

Example 3.5.2 The PDE describing the water height and its velocity are
given by

oh
OHGt) = — e (GG, 1), (339
G0 = (3G +anc0) (334

We assume that there is no control, and so the boundary conditions are
h(0,t)v(0,t) = 0 = h(L,t)v(L,t)

It is easy to see that h and v identically zero form a solution of (3.33) and
(3.34) and that they satisfy the boundary conditions.
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Let h(¢,t),v(¢,t) be another solution, then if the PDE would be lin-
ear, then the pair (2h((,t),2v(¢,t)) = 2(h((,t),v(¢,t)) 4+ (0,0) would be a
solution as well. Using equation (3.33) this implies that

oh 02h 0 0
25(@ t) = E(C? t) - _aic (2h(g? t)QU(Cv t)) = _4(97( (h(<7 t)v(C7 t)) )
or equivalently
9

oh

(h(¢, v (¢, 1)) -

However, %’tz satisfies (3.33), and so

0
o

(G, (1)) = S C.H) = 2 (G (G ).

a¢

This implies that %’Z =0, or h((,t) does not depend on time, i.e. h((,t) =
h(0,t) = ho(¢). Since we took h as an arbitrary solution, this already
indicates that linearity is lost.

We continue by noticing that the above equality also implies h((,t) times
v(¢,t) cannot depend on ( either. Hence h((,t)v(¢,t) = h(0,t)v(0,t) = 0,
by the first boundary condition. Thus by choosing an initial condition hg, vg
for which this does not hold, we have a contradiction. Concluding, we have
that the model of the shallow water is non-linear.

The rule of thumb is that whenever there is a product of signals in your
equation it is non-linear. In our equations we have two places which point
to non-linearity. Namely, hv and v? in (3.33) and (3.34), respectively. [

When a PDE with its boundary conditions is linear, then this linearity
carries over to the abstract notions we have introduced.
MORE TO BE ADDED

3.6 Exercises

3.1. Consider the PDE

Oz

ox

—(¢,t) = ,t), €[0,1], t>0, 3.35
(G0 =agi@n. el (33)
with a > 0. Show that on the state space X = L*(0,1) this PDE has
for any initial condition a unique weak solution, when the boundary

conditions are given as;
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(a) The state at the right-hand side is set to zero, i.e., z(1,t) = 0.
(b) The state at both ends are equal, i.e., z(1,t) = z(0, t).

(¢) Determine for a = 1, all the boundary conditions such that the
PDE (3.35) possesses unique weak solutions constant in norm.

3.2. Consider the PDE

_ O

Ox

Show that on the state space X = L?(0,1) this PDE has for any initial
condition a unique weak solution, when the boundary conditions are
given as;

(a) The state at the left-hand side is set to zero, i.e., x(0,t) = 0.

(b) The states at both ends are equal, i.e., z(1,t) = x(0,t).

(c) Determine all the boundary conditions such that the PDE (3.36)

possesses unique weak solutions constant in norm.

3.3. Consider a bar of length one whose temperature is zero at both ends.
The model is given as

0w

ow
FEH=aZZ 0 w60 = u(0),
w(0,t) =0, w(l,t)=0.

(3.37)

w((,t) represents the temperature at position ¢ € [0,1] at time ¢ > 0
and wp(¢) the initial temperature profile. Furthermore, « is a positive
constant.

(a) Write the PDE (3.37) as an abstract differential equation on the
state space X = L2(0,1).
(b) Show that for every wy € X the PDE possesses a weak solution.
3.4. To illustrate/explain the two conditions in Theorem 3.4.1, we consider

the differential operator of Example 3.4.4, but with different boundary
conditions. The state space remains X = L?(0, 1).

(a) Show that with the boundary conditions z(1) = 0 = z(0), part
1. of Theorem 3.4.1 is satisfied, but part 2. not.

(b) Show that if we impose no boundary conditions, part 2. of The-
orem 3.4.1 is satisfied, but part 1. not
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Hence together the conditions make sure that you impose just the right
amount of boundary conditions.
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Chapter 4
Port-Hamiltonian PDE'’s

4.1 Class of port-Hamiltonian systems

In Example 1.2.4 we introduced a PDE model describing the vibrations in
a flexible string. This model is given as:

2'[0 w
05 €0 = 5t (TOF ) .. (4.1

where p is the mass density, and 7' is the elasticity modulus. There is a
natural energy associated to this model which is given by

1

L w
3| OGO +TO

ow 9
S (C P (42)
In the first term we recognise the kinetic energy “half times mass times
velocity squared”. The second term represents the potential energy. We use
these “energy variables” to rewrite the PDE (4.1) into the abstract form
z(t) = Az(t).

Choose the state

@ 0)C) = O G0, and (w2(0)(Q) = FECH. (43)

9March 21, 2024

37
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Then it is easy to see that for z = (1) we can write the PDE as

()0~ fico- (G5

(1) ) ¢ K o T(()C) )w(Cjt)] : (4.4)

We see that in the new formulation of the undamped vibrating string
(4.1) the use of the energy variables as state variables leads to a first order
in space and in time partial differential equation. We shall see that this is
the case of many physical systems. They all fit in the general first order
formulation

ox 0

g(gvt) = Plaig [H(C)w(Cat)] + PO [H(C)$(C,t)] s C € (av b)at > 0. (45)
Where P; is symmetric, i.e., PlT = Py, Py is anti-symmetric, i.e., POT =—-Pb.
Furthermore, they are both constant. Finally, H is a (strictly) positive
symmetric matrix, independent of ¢, but may depend on (.

Remark 4.1.1. In the case of the vibrating string

0 1 100
= = = »©)
P1 < 10 > y P() 0, and ’H(C) < 0 > .

7(¢) O

The energy or Hamiltonian can be expressed by using z and H. That is

b
B =5 [ #(COTH(6 0, (46)
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In the following theorem we show that for any system which is of the form
(4.5) with Hamiltonian/energy (4.6), the change of energy (power) is only
possible via the boundary of its spatial domain.

Theorem 4.1.2. Consider the partial differential equation (4.5) in which
Py, P, are constant matrices satisfying P{ = P, and P(;‘F = —Fy. Further-
more, H is independent on t and is symmetric, i.e. for all (’s we have that
H(O)T = H(¢). For the Hamiltonian/energy given by (4.6) the following
balance equation holds for all classical solutions of (4.5)

dE 1

(1) =5 |(Ha)" ()P (Ha) (C.) (4.7)

b
a
PRrOOF: By using the partial differential equation, we find that

dE b0 b 0
=3 | GO nac+ 5 [ e nTHOG 0
1 T

bT 9
-3/, [Plac““’”’ (G:8) + Py (Ha) <<»t>} H(Qw(C, dC+

b
- / 26O H(C 1) [Pl(,i (Ha) (1) + Py (Ha) (C, t)} .

Using now the fact that P;, H(¢) are symmetric, and Py is anti-symmetric,
we write the last expression as

L b X <g,t>]TP1H<<>x<<, )+

(¢, D) {P(;z (Hx) m} ac+

b
1 / — [H(O)=(C, 0] PoH(Q)z (¢, 6)+

2
[H(Q)x(¢, )] [PH(Q)x(C, )] d¢
b
=5 | o [ om0 0] a¢
= & [T @ nm a) (¢.1)]
Hence we have proved the theorem. O

The balance equation (4.7) will turn out to be very important, and will
guide us in many problems. For instance, it will help us to show existence
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of solutions. As we have seen existence and uniqueness of solutions depends
on the correct formulation of the boundary conditions. These boundary
conditions will expressed in (some linear combination of) z(a,t) and x(b, t).
Because of the fact that both the partial differential equation and the energy
balance equation involve the combination H(¢)z((,t), it is more natural to
formulate the boundary conditions in this combination as well: some linear
combination of H(b)z(b,t) and H(a)x(a,t) is zero. More precisely, for some
n X 2n matrix W we have

W < H(0)z(b,1) ) =0. (4.8)

A PDE of the form (4.5) with P;, Py, H satisfying the conditions as stated
below (4.5), and boundary conditions (4.8) will called a port-Hamiltonian
PDE, or port-Hamiltonian system.

In what follows we revisit some classical examples and show that they
all lie in the class of systems (4.5).

Example 4.1.3 (Undamped Timoshenko beam)

In recent years the boundary control of flexible structures has attracted
much attention with the increase of high technology applications such as
space science and robotics. In these applications the control of vibrations is
crucial. These vibrations can be modeled by beam equations. Among them
the Timoshenko beam equation incorporates shear and rotational inertia
effects, which makes it a more precise model than FEuler Bernoulli model
or Rayleigh models. The Timoshenko beam model is well known in the
following form

2
P05 (€0 = 5 (KO (Gren - acn)] . ceta. =0
(4.9)

2
WO 560 = 5 (BHO526.0) + 50 (Geicn - oc.0)

where w((,t) is the transverse displacement of the beam and ¢((,t) is the
rotation angle of a filament of the beam. The coefficients p(¢), 1,(¢), E(¢),
I(¢), and K(¢) are the mass per unit length, the rotary moment of inertia
of a cross section, Young’s modulus of elasticity, the moment of inertia of a
cross section, and the shear modulus respectively. In order to describe this
model from balance equations we have to define the extensive variables that
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are used as state variables:

z1(¢,t) = ?CU(C, t) — ¢((,t) shear displacement
B = AO%CH  momentum
x3((,t) = g?({, t) angular displacement
x4(C,t) = Ip(C)(C?;f(C, t) angular momentum
Calculating the time derivative of the variables x1, ..., x4, we find by using
(4.9)
a9 m2(€7t) _ $4(<’t)
:L’l(C,t) %C < p(¢) > 1,(¢)
9| wact) | | & EQun) 0
ot | z3(¢,t) 6% <II4((C55)> )
z4(C, t) 9

e (E(OI(Q)x3(¢, 1) + K(Q)z1(C, 1)

We can write this in a form similar to those presented in (4.4). However, as
we shall see, we also need a “constant” term. Since this is a long expression,
we will not write down the coordinates ¢ and t.

0 K

1 010 0 0 1
Oz | |1000|affo0o 5 0 0 v ||
8t I3 o 0 0 0 1 8§ 0 0 El 0 I3
T4 00 10 00 0 4+ T4
14
000 —1 K (1) 0 0 1
000 O 0 2 0 0 o
P
000 0 0 0 EI 0 s (4.11)
100 O 00 0 + T4
P
Again this system can be expressed on the general form (4.5) with
0100 000 —1
1000 000 0
P=1ooo1 "™ 000 o |
0010 100 0
and
K¢ 0 0 0
0 L 0 0
_ p(C)
HO=1 o "0 EBIO 0
0 0 0 L
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Formulating the energy/Hamiltonian in the variables x1, ..., x4 is easier,

I 1 1
E(t) :/ (Kxf + ;xg + EIz3 + Ixi) d¢
a

2 p
o\ /K (1) 0 0 1
1o 01 0 o0 o
i p
2 /a T3 0 0 EI O I3 d< (4.12)
T4 00 0 + T4

A

and leads from (4.7) to the balance equation (now with the spatial and
temporal variables in)

dE _ $2(b, t)

xa(a,t) B

p(a)

x4(b)

+ E(b)I(b)as3(b, t)

— K(a)zi(a,t)

4.2 Solutions to the port-Hamiltonian system

In this section, we apply the general result presented in the previous chapter
to PDE’s in the port-Hamiltonian formulation, i.e., we consider

Ox 0

15¢ [H(Q)x(C, 1)) + Po [H(C)z(C, 1], (4.13)

where x(¢,t) is in R™ for all ¢ and ¢. Recall that P = P! and Py =
—POT are n X n matrices and H(() has the property that there are positive
numbers m and M such that m - I, < H({) < M - I,,. We also have the
energy introduced in the previous section, and the energy balance equation
describing it’s derivative

dE -
—(t) = % [(H(Q)z(¢. )T PIH(Qx(C. D], -

Together with the partial differential equation we have boundary conditions,

formulated as H(b)z(b,t)
(b, t _
Vo < H(a)z(a,t) ) - Y

In order to apply the theory of the previous chapter, we do not regard
x(+,+) as a function of place and time, but as a function of time, which
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takes values in a function space, i.e., we see z((,t) as the function z(-,t)
evaluated at (, see Section 3.3. With a little bit of misuse of notation, we
write x(+,t) = (z(t)) (). Hence we “forget” the spatial dependence, and we
write the PDE as the (abstract) ordinary differential equation

dz 0

E(t) = Pla—C [Ha(t)] + Po [Hz(t)). (4.15)
Hence we consider the operator
d
Az = Plal—C [Hx] + Py [Hx] (4.16)

on a domain which includes the boundary conditions. The domain should be
a part of the state space X, which we identify next. For our class of PDE’s
we have a natural energy function, see (4.6). Hence it is quite natural to
consider only states which have a finite energy. That is we take as our state
space all functions for which f;x(c,t)TH(C)x(C,t)dC is finite. Since H(()
is strictly positive definite, i.e., mI < H((), we see that this condition is
the same as saying that for every t > 0, x(¢) is in the weighted Ly space,
L2 ((a,b); R™), see Definition 3.2.2.
So we take as our state space

X = 13,((a,b); R™) (4.17)

with inner product

1 b
(g = [ HOTHO(O. (118)

This implies that the squared norm of a state x equals the energy of this
state.

Thus we have formulated our state space X, see (4.17) and (4.18), and
our operator, A, see (4.16). The domain of this operator involves the bound-
ary conditions, and is given by, see (4.8),

D(A) = {z € L3,((a,b); R™) |Hx € H'((a,b); R™), (4.19)
wa () =0

Here H!'((a,b);R"™) are all functions from (a,b) to R™ which are square
integrable and have a derivative which is again square integrable, i.e., a
Sobolev space, see also page 29.
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The following theorem shows that the PDE (4.13) with boundary con-
ditions (4.14) has for every initial condition (with finite energy) a solution

which does not grow in energy precisely when the power is negative, see
(4.7).

Theorem 4.2.1. Consider the operator A defined in (4.16) and (4.19),
where we assume the following

e P is an invertible, symmetric real n X n matrix;
e Py is an anti-symmetric real n X n matrix;

e For all € [a,b] the n x n matrix H({) is real, symmetric, and mI <
H(¢) < M1, for some M, m > 0 independent of (;

o Wy is a full rank real matrix of size n X 2n.

Then for every zg € X = L3,((a, b); R™) there exists a unique (weak) solution
of &(t) = Az(t), z(0) = zo satisfying ||x(t)|n < ||xoll% if and only if

(Az1, z1)n + (z1, Ax1)y <0, Vzy € D(A).

Furthermore, for every xy € X there exists a unique (weak) solution of
#(t) = Az(t),x(0) = xo satistying ||z(t)||n = ||xol|| if and only if

<A$1,LL‘1>'H + <$1,A$1>H =0, Vr; € D(A)

We see a similarity with Theorems 3.4.1 and 3.4.2. However, the second
condition on (I — A)zg = z seems not to be there. This was often the
hardest condition to be checked. In turns out that for this class of systems
this condition has been taken over by the (much simpler) condition that Wg
must have full rank.

We apply this theorem to our standard example from Chapter 2, see also
Example 2.1.2 and 3.4.3.

Example 4.2.2 Consider the homogeneous PDE on the spatial interval
[0, 1].

oz Oz

CC(C,O) = xO(C): QS [07 1]
0=x(1,t), t=>0.

¢,t), ¢el0,1],t>0
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We see that the first equation can be written in the from (4.13) by choosing
P, =1,H=1and Py =0. We have that n = 1 and the boundary condition
can be written

0= a(1,t) = H(1)z(1,1) — 0 = W { Zﬁéﬁﬁéﬁi ] , (4.20)
with Wp = [ 10 ] This has clearly full rank.
Since
(A, 2+ (o, A)x = & [ 220000) +20) E(QalO)de
7 ’ 2 Jo d¢ d¢
1 1 1
=1 [332(()]0 = 1[0 —2%(0)] <0,

we conclude by Theorem 4.2.1 that the PDE with the boundary condition
possesses a unique weak solution in the state space L?(0,1), and ||x(¢)|? <
|lzo||?>. The expression for this weak solution is given in Example 2.1.2,
equation (2.7). O

Next we consider the vibrating string of Example 1.2.4.

Example 4.2.3 Consider the vibrating string of the beginning of this chap-
ter. We assume that its spatial interval is [0, L], and that it can move freely
at ( = L, but is fixed at { = 0, see also Figure 1.5. The rewriting into a
port-Hamiltonian model is done in the beginning of this chapter, and we
have taken the states, see (4.3)

T = ow and xg = ow
BT 2T A
We have to write the boundary conditions in the form of (4.14). We see that

Hax consists of the variables %—ﬁf and T%—Z". Because of the configuration of

the string, we find
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Now for zg = (74 ) € D(A) we find that, see Exercise 4.1,

(Azo, v0)3+ (w0, Az0)#

_ T(L) 7(0) _
= x10(L) D) x90(L) — $10(0)m$20(0) =0.

Theorem 4.2.1 now gives that for every initial condition in the state space,
there exists a unique weak solution. This solution will at every time has the
same energy as the initial state. O

4.3 Exercises

4.1. In this exercise we show that the energy balance as found in equation
(4.7) of Theorem 4.1.2 has a direct relation with the expression

(Axo, z0)y + (T0, Azo)H.

Consider the port-Hamiltonian PDE (4.5) and its abstract formulation
(4.16).

(a) Let xg be an element of D(A). Prove that

(Azo, z0)n+{Azo, To)
= 5 (MO @) PHOob)~  (421)
(H(a)zo(a))" PrH(a)zo(a)] -
(b) Interpret the conditions of Theorem 4.2.1 on the expression
(Azo, To)n + (z0, Ao)n
in terms of the power balance. Explain why these conditions are
logical.

(c) Write the expression of (4.21) out for the wave equation of Ex-
ample 4.2.3.

4.2. Consider the vibrating string of Example 1.2.4 on the spatial interval
[0, L], but now freely moving at both sides

(a) Show that by imposing the no-force boundary conditions, i.e.,
T(L)%—Z”(L, t) = T(O)%—%’(O, t) = 0 as shown Figure 4.1, then weak
solutions exists. What can you say about the energy of these
solutions?
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Figure 4.1: Freely vibrating string.

(b) If the endpoints of string are hold at a constant position, i.e.,
w(0,t) = w(L,t) = p, p € R independent of time, do solutions
exist? If so, what can you say about the energy of these solutions?

4.3. Consider the Timoshenko beam from Example 4.1.3. Show that under
boundary conditions as stated in (a) or in (b) weak solutions exists.
What can you say about the energy of these solutions?

(a) %—w(a,t) = %U(p,t) =0, and %(a,t) = 22(b,t) = 0.
(b) (a,t) =0, 52(a,t) = 0, Z2(bt) = —52(b,t) + ¢(b,1), and
S2(b,t) = —Q%(b,1), Q > 0.

4.4. In the theory developed in this chapter, we considered the PDE’s of
the spatial interval [a,b]. However, the theory is independent of this
spatial interval. In this exercise, we show that if we have proved a
theorem for the spatial interval [a, b], then we can easily formulate the
result for the general interval [0, L].

(a) Assume that the spatial coordinate ¢ lies in the interval [a,b].
Introduce the new spatial coordinate n as

L(¢ —a)
b—a
Reformulate the PDE (4.13) in the new spatial coordinate.

(b) What are the new H, P, when P; remains the same?

T]:

(¢) How do the boundary conditions (4.8) change when using the new
spatial variable?

4.5. Consider the transmission line of as shown in Figure 4.2. The model

is given by
0Q _ 0 ¢(¢,1)
a(C,t) ac T(0) (4.22)
¢ _9QGY)
2@ = Tace
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where Q((,t), ¢((,t) are the charge and magnetic flux, respectively, at
postion ¢ and time ¢. C denotes the (distributed) capacity and L is
the distributed inductance.

Figure 4.2: Transmission line.

The energy is given by

1P QU
B0 =5 [ "L+ e

(a) Show that the change of energy can be expressed in the voltage
V =@Q/C and the current I = ¢/L at the boundary.

(b) Show that when the voltages at the boundary are set to zero,
then the system is a port-Hamiltonian system, whose solutions
stay constant in energy.

(c) Now we put a resistor at the right-end, i.e, V(b,t) = RI(b,t)
with R > 0, whereas at the other end we put the current equal to
zero. Show that the weak solutions exist and are non-increasing
in energy.

4.6. Consider coupled vibrating strings as given in the figure below. We

II

I

Figure 4.3: Coupled vibrating strings
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assume that all the length of the strings are equal. The model for every
vibrating string is given by (4.1) with physical parameters, pr, 11, p11,
etc. Furthermore, we assume that the three strings are connected via
a (massless) bar, as shown in Figure 4.3. This bar can only move in
the vertical direction. This implies that the velocity of string I at its
right-hand side equals those of the other two strings at their left-hand
side. Furthermore, the force of string I at its right-end side equals the
sum of the forces of the other two at their left-hand side, i.e.,

Owy owrr owr

TI(b)a—C(b) = TH(G)TC(Q) + Tin(a) ac (a).

As depictured, the strings are attached to a wall.

(a) Identify the boundary conditions for the system given in Figure
4.3.

(b) Formulate the coupled strings as depictured in Figure 4.3 as a
Port-Hamiltonian system (4.13) and (4.8). Furthermore, deter-
mine the energy space X.

(c) Show that PDE associated to these vibrating strings possesses
for every initial condition in the energy space X, a unique weak
solution.
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CHAPTER 4. PORT-HAMILTONIAN PDE’S



Chapter 5
Inputs and Outputs

In this chapter we study the formulation and existence of solutions for partial
differential equations with a control and observation term. Before we do
so, we first reconsider the finite-dimensional case. Thus let the following
ordinary differential equation be given

i(t) + 4y (t) + 8y(t) = —3u(t), (5.1)

where u is the input, and y is the output of this system. With the state
z(t) = (y(t)> this ODE can be written in the state space form

y(t)
#(t) = < o )x(t) +< ° >u(t) (5.2)
y()= (1 0)a(), (5.3)

or with symbols

&(t) = Ax(t) + Bu(t) (5.4)
y(t) = Cz(t). (5.5)

It is well-known that this inhomogeneous state-space equation possesses a
unique solution. We even know the expression for this solution, namely,

t
z(t) = e?tag + / A7) Bu(r)dr (5.6)
0

t
y(t) = CeMay + / Cer=7) Bu(r)dr, (5.7)
0
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where x¢ is the initial condition.

In this chapter we show that PDE’s with control and observation within
the spatial domain and/or control and observation on the boundary of this
spatial domain, an (abstract) equation similar to (5.4) can be derived, and
shown to have a unique solution. We will not derive an expression, similar
to (5.6) for it. Such an equation does exists, but since we will not use it and
since it needs more background we don’t treat it in this course.

5.1 Inputs

Similar as writing a homogeneous PDE into an abstract differential equation,
we can write an inhomogeneous PDE into an abstract differential equation
with an input term. We show this in an example first.

Example 5.1.1 Consider the following controlled partial differential equa-

tion on the spatial interval [0, 1] in which ¢ > 0

Ox Ox
Pt = 2+ (5.9

z(1,t) = 0.

For u = 0, we have seen in Section 3.3 that the PDE can be written on the
state space X = L2(0,1) as

i(t) = Az(t),
with
dx
dic’
D(A) = {xeL?*0,1)|ze H'0,1) and z(1) =0} .

Arx = ¢

As for the transformation from ordinary differential equations to state space
equations, the input is added to the right hand-side, and so if we define Bu
as

(Bu)(¢) = 1(C) - u, (5.9)
where 1(¢) is the function identically equal to one. So B is the mapping,
which maps the scalar u to the function 1(¢) - u (u times the constant-one
function). Since the constant functions are elements of the state space X,
we see that B maps the scalar u € R = U (the input values) into the state
space. With the choice of A and B defined in (5.9) our PDE (5.8) can be
written as.

z(t) = Az(t) + Bu(t). 0
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Before we study existence of weak and classical solutions for the inho-
mogeneous equation, we treat another example first.

Example 5.1.2 Consider the heat equation on the spatial domain [0, 1]
with boundary and initial conditions like in Example 3.1.2, but now with
two heaters

0 0?

(0 = e (G + Ty (Qui(t) + T gy (Cuald), (5.10)

ox ox

afg(o,t)zoza?(u), t>0, (5.11)
#(¢,0) = 20(Q). (5.12)

Here by 1(,; we mean the function which is identically one when ¢ € [a, b]
and zero elsewhere. So we can put heat into the bar at two places. Namely,
uniformly in the interval [§, 3] and uniformly in the interval [2, &]. This can
be done independently of each other.

In Example 3.4.5 we have seen that the homogenous equation can be
written as #(t) = Ax(t) on the state space X = L?(0,1), with A and its

domain given by, see (3.30) and (3.31),

d2z
Ax = cd—C2
D(A) = {zeI2(0,1)]ze H20,1) and (1) =0 =% (0.

d dc

Now we have two inputs, and so the values of the inputs will come from R2.
Keeping in mind that the term Bu must represent the inhomogeneous term,
we choose

(Bu)(¢) = b1(Qur + ba(Q)us, (5.13)
where u = (3,}), and b1(¢) = Il[%%]((), ba(¢) = ]l[%g](o. Since by, by are
elements of the state space X, we see that B maps the input space U = R?

into the state space. With the choice (5.13) and our expression of A, we see
that the PDE (5.10)—(5.12) can be written as

#(t) = Az(t) + Bu(t), z(0) = xg
on the state space X = L%(0,1). O

The following theorem shows that if we have existence and uniqueness
of solutions when u = 0, i.e, the homogeneous situation, then that implies
existence and uniqueness for a very large class of inputs.
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By L ([0,00); R™) we denote the set of all functions from [0, 00) to R™
which satisfy f(fl lu(t)||dt < oo for all t; > 0. Finally, by C1([0,00); R™) we
denote the set of continuously differentiable functions from [0, co) to R™.

Theorem 5.1.3. Consider on the state space X the inhomogeneous ab-
stract differential equation

#(t) = Az(t) + Bu(t), z(0) = xo. (5.14)
Assume that the following holds;

e The homogeneous equation (t) = Ax(t),xz(0) = zo has for every
xg € X a unique weak solution in X;

e u(t) takes values in R™, and B can be written as

m u1
Bu:ijuj, u-(;)
j=1

Um
withb; € X, j=1,--- ,m.

Under these conditions the inhomogeneous equation(5.14) has for every xy €
X and every u € L] ([0,00); R™) a unique weak solution.

Furthermore, when u € C*([0,00); R™) and x¢ € D(A), then this weak
solution is the unique classical solution of (5.14).

Having the general existence of the solution, we return to the PDE of
Example 5.1.1.

Example 5.1.4 Consider the controlled partial differential equation of Ex-
ample 5.1.1. Thus on the spatial interval [0, 1] we have

ox Ox
G0 = g+ uly (5.15)

z(1,t) = 0.

To show that this system possesses a unique weak solution, we check the
conditions of the above theorem.
In Example 5.1.1 this PDE has been rewritten in the abstract form

x(t) = Az(t) + Bu(t)
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with state space X = L2(0, 1), input space U = R,

Ar = CZZC,
D(A) = {xe€L*0,1)|ze€ H(0,1) and 2(1) =0},
Bu = 1-w.

In Example 3.4.4 we have shown that the PDE related to #(t) = Axz(t)
possesses for every zg € X a unique weak solution. Since U = R and Bu =
b-u, with b({) = 1(¢), which is an element of X, we see that both conditions
in Theorem 5.1.3 are satisfied, and so the PDE (5.15) possesses a unique
weak solution for every initial condition and every input in L _((0,00);R).

In this simple case this solution can be calculated, and is given by

t
z((,t) = 2o (¢ + ct) Lo 17(C + ct) + /0 Lio,1)(C + ct — cs)u(s) ds.

In the examples in this section we applied a control within the spatial
domain. However, we could have applied a control at the boundary. When
doing so, we cannot rewrite this system in our standard form (5.14). This
is general the case when controlling a PDE via its boundary. Thus systems
with control at the boundary form a new class of systems, and are introduced
in Section 5.3. We first add outputs to the input-state equation treated in
this section.

5.2 Outputs

In the previous section we have added an input function to our system. In
this section additionally an output is added. As often, we begin with an
example. Therefor we take the heat equation of Example 5.1.2 and add a
measurement.

Example 5.2.1 Consider the heat equation on the spatial domain [0, 1]
with boundary, initial conditions, and two inputs as in Example 5.1.2, but
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with a measurement

2.’1}'
L = T Ly O+ 1y g Ouad) (16)
8:6 ox
o0 =0="75:0.0,  t20, (5.17)

y(t) = / ® (¢ HdC. (5.19)

So we can put heat into the bar at two places and we measure the average
temperature on the interval [, Z]. This means that the output is a scalar-
valued function, and thus the output space Y equals R.

Our state space X equals L?(0,1) which has the inner product (f,g) =
fo ¢)d¢. Knowing this, we see that we can write the output equation

y(t) = / (¢, 1)d¢ = / 1 2 (OP(C0dC = (1) 2, 2(1)),

with ]1[1 2] € L?(0,1). If the weak solution exists of the state-differential

equation a;( ) = Ax(t)+ Bu(t), then z(t) € X for every t > 0. Now since the
inner product exists for any two elements in X, the output is well-defined.[]

The observation made in the above example is summarised in the fol-
lowing theorem.

Theorem 5.2.2. Consider on the state space X, input space U and output
space Y the abstract system

&(t) = Ax(t) + Bu(t), z(0) = xo (5.20)
y(t) = Cx(t) + Duf(t). (5.21)
Assume that the following holds;

e The equation &(t) = Ax(t)+ Bu(t),z(0) = z¢ has for the given xy € X
and input function u(t) € L ((0,00); R™) a unique weak solution in
X;

e y(t) takes values in R¥, and Cx can be written as
<Cla $>

Czx = :
<Ck>x>
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withec; € X, j=1,--- ,k;
e D is a k x m matrix.

Under these conditions the output equation(5.21) is well-defined and is a
continuous function.

It may seem obvious that Cz(t) is well-defined, but for observations at
the boundary of the spatial domain it is not, as we will see the the following
section.

5.3 Boundary control systems

We first explain the idea by means of the controlled transport equation (2.4),
see also Example 5.1.1. Consider the following system

ox ox
E(Cat)zcaic(Cat% CG [0’1]7 t>0
x(1,t) = u(t), t>0.

for an input u € LL _(0,00) and ¢ > 0.

Boundary control problems like the one above occur frequently in our
applications, but unfortunately they do not fit into our standard formulation
(5.14). However, for sufficiently smooth inputs it is possible to reformulate
such problems so that they do lead to an associated system in the standard
form (5.14). In order to find the associated system for the controlled trans-
port equation we use the following trick. Assume that z is a classical solution
of the PDE (5.22) and that u is continuously differentiable. Defining

U(Cv t) = $(Ca t) - U(t),
we obtain the following partial differential equation for v

ov ov )
E(Cvt) = Caic(gat)_u(t)v CE[O,l], tZO

v(1,t) = 0, t>0.

As we have seen in Section 5.1, this partial differential equation for v can
be written in the standard form as

o(t) = Av(t) + Ba(t)
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for u = %. Hence by applying a simple trick, we can reformulate a PDE with
boundary control into a PDE with internal control. The price we have to
pay is that u has to be smooth. So in particular, not an arbitrary function
in L', but a more smooth function. Namely, it should have its derivative in
L.

As in Sections 3.3 and 5.1 we formulate the boundary control abstractly.
In the example at the start of this section, we clearly recognise a PDE and
a controlled boundary condition. As in Section 3.3 the state x(t) will take
values in the state space, which is here L?(0,1). If we now introduce the
operator on X = L?(0,1)

df
Qlf = Cdic,
then we can write the PDE as
x(t) = Ax(t).

To account for the boundary control, we define
Bf=f(1).

The boundary control now can be written as

Note that as in the previous chapters the (-dependence of x(t) is not written
down explicitly.

As in Section 3.3 we face the problem that the derivative of a function in
L?(0,1) need not to have a derivative in L?(0,1) (if it exists). Furthermore,
taking the value at ( = 1 can be troublesome for an arbitrary function in
the state space X. So we give both operators a domain.

Af = cj‘é, D) ={feL*0,1)| fe H(0,1)},

Bf=f(1), D(B)=D).
So our system in (5.22) is now formulated in the following way
z(t) = RAx(t), z(0) = x,
(t) (t) (0) = zo (5.23)
Br(t) = u(t).

We study existence of weak solutions for system written in this abstract
form.
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Definition 5.3.1. The control system (5.23) is a boundary control system
ifA: D) C X — X, u(t) € R™, and the boundary operator B : D() C
X — R™. Moreover, the following holds:

a. The abstract differential equation
x(t) = Ax(t), z(0) = xo

has for all g € X a unique weak solution in X. Here A is defined as
the operator A : D(A) — X with D(A) = D() N ker(B)

Az = Az for v € D(A). (5.24)

u
b. There exist functions by, - - , by, € D(2) such that for all u = ( ; > €
U=R" "m

m
B Z bjuj| =u, u € R™. (5.25)
=1 O

Part b. of the definition is equivalent to the fact that the range of the
operator B equals U. So it allows us to choose every value in U for u(t).
In other words, the values of inputs are not restricted, which is a logical
condition for inputs.

Part a. of the definition guarantees that the system possesses a unique
solution when the input term is absent, i.e., when the input is identically
zero. In other words, the homogeneous equation is well-posed. This is also
a logical condition, since we would like that the trivial input (u = 0) is
possible.

We say that the function x(t) is a classical solution of the boundary con-
trol system of Definition 5.3.1 if z(¢) is a continuously differentiable function,
x(t) € D) for all ¢, and x(t) satisfies (5.23) for all t.

For a boundary control system, we can apply a similar trick as the one
applied in the beginning of this section. This is the subject of the following
theorem.

We show that the solutions of (5.23) are strongly related to solutions of
the abstract differential equation

0(t) = Av(t) — Bu(t) + ABu(t),

5.26
o(0) = . (5:26)



60 CHAPTER 5. INPUTS AND OUTPUTS

ul

with Bu = B< : > = Y7L bju;. Since, by assumption, we have that
Um

0(t) = Av(t),v(0) = vy has for every vy a unique weak solution, and since

Bu and 2ABu are of the form Zj pju; with p; € X, we have from Theorem
5.1.3 that equation (5.26) has a unique classical solution for vy € D(A). Fur-
thermore, we prove the relation v(t) = x(t) — Bu(t) between the (classical)
solutions of (5.23) and (5.26). Since the proof is quite insightful, we include
it.
Theorem 5.3.2. Consider the boundary control system (5.23), satisfying
the conditions of Definition 5.3.1 and the abstract Cauchy equation (5.26).
Assume that u € C?([0,00);U). Then, if vg = g — Bu(0) € D(A), the
classical solutions of (5.23) and (5.26) are related by

v(t) = x(t) — Bu(t). (5.27)

Furthermore, the classical solution of (5.23) is unique.

PROOF: Suppose that v(t) is a classical solution of (5.26). Then wv(t) €
D(A) c D(), Bu(t) € D(®8), and so

Bx(t) = Blu(t) + Bu(t)] = Bo(t) + BBu(t) = u(t),

where we have used that v(t) € D(A) C kerB and equation (5.25). Fur-
thermore, from (5.27) we have

z(t) = o(t)+ Bu(t)
= Av(t) — Bu(t) + ABu(t) + Bu(t) by (5.26)
= Av(t) + ABu(t)
= A(v(t) + Bu(t)) by (5.24)
= Az(t) by (5.27).

Thus, if v(t) is a classical solution of (5.26), then x(t) defined by (5.27) is a
classical solution of (5.23).

The other implication is proved similarly. The uniqueness of the classical
solutions of (5.23) follows from the uniqueness of the classical solutions of

(5.26). O

As an example we study once more the controlled transport equation.
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Example 5.3.3 We consider the following system

ox ox

E(Cvt):caic<<-7t)7 CE [071]7 tZO
$(<70) = «TO(C), C € [07 1]
z(1,t) = u(t), t>0

with ¢ > 0. We have seen that this system can be written in the form (5.23)
by using X = L?(0,1) and
df 2 1
A =cge D) ={feL*0,1)| fe H(0,1)},
Bf=f(1), [feDE).

To show that these two operators satisfy the assumptions of a boundary
control system, we first look at the domain of A,

D(A) == D(A) Nker(B) = {f € L*(0,1) | f € H'(0,1), f(1) =0} .

By Example 3.4.4 we know that #(t) = Axz(t),z(0) = zo with A = cd% and
this domain, possesses for every initial condition in X = L?(0,1) a unique
weak solution, and so item a. of Definition 5.3.1 is satisfied.

We see that % maps into R, and so we choose U = R. Furthermore,
when we choose the function by as b1(¢) = 1 for all ¢, then b; € D() and
Bbiu = u for v € R. This shows that the second item of Definition 5.3.1
is satisfied as well, and so our boundary controlled transport equation is a
boundary control system, and so for sufficiently smooth input and initial
condition it possesses a unique classical solution. It is not hard to check
that this solution is given by, for ¢ € [0, 1],

H(Ct) = {a:o(C+ ct) (+ct<1 (5.28)

w2 +t) (et > 1

It is easy to see that when u(0) # (1), then this solution contains a jump
for ¢ € [0,1] with ( 4+ ¢t = 1. Thus in that case it is not a classical solution,
no matter how smooth u and g are. It is good to realise that the condition
xo — bju(0) € D(A) (see Theorem 5.3.2) implies (among others) that this
jump is not present.

Looking at the solution (5.28), we see that for every ¢ > 0 it is well-
defined (as a function in L?(0,1)) for any u € L?. So in this case the
classical solution can be extended to a wider class of inputs, but this falls
outside the scope of these lecture notes. O
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The approach which we have followed in the section follows the theory
as developed by Fattorini in [10]. However, the technique is much older, and
is sometimes referred to as “lifting”. Namely, you lift the control from the
boundary to the interior of the spatial domain. For more on the history, we
refer to [30].

As in Section 5.2 it is logical to add an output equation to our boundary
control system.

5.3.1 Boundary output
Consider the boundary controlled system of Definition 5.3.1
z(t) = Ax(t), z(0) = xo,
Br(t) = wu(t).
To this equation we add an output. We distinguish two types. Namely,

within the spatial domain
y(t) = Cx(t) (5.29)

and at the boundary
y(t) = Cx(t). (5.30)
In both cases we assume that the output space is Y = R*. For the C in
equation (5.29) we assume that it can be written as, see also Theorem 5.2.2,
<Clv z>
Cx = : , withe¢;e X, j=1,--- k. (5.31)
<ck7 $>

For the € in (5.30) we assume that it is a (linear) map from D(2() to Y.
Using Theorem 5.3.2 the following is immediately clear.

Theorem 5.3.4. Consider the boundary control system (5.23), satisfying
the conditions of Definition 5.3.1. Let the output y be given by

a. equation (5.29) with C satisfying (5.31), or by
b. equation (5.30), with € : D() — Y = RF.

Then for all u € C?([0,00);U) and xo € D(2) satisfying o — Bu(0) € D(A),
we have that the output y(t) is well-defined.

PRrROOF: From the assumptions in the Theorem, we see by Theorem 5.3.2
that there exists a unique classical solution of (5.23). In particular, we have
that x(t) € D(21) for all ¢ > 0, and so the output y(t) is well-defined. O
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We close this section by adding an output to the controlled transport
equation of Example 5.3.3

Example 5.3.5 We consider the system, see also (5.22),

ox

Ox x
$(C,O) = :EO(C)a C€E [07 1]
u(t) = z(1,1), t>0,

with ¢ > 0. Now we add the output equation
y(t) = z(0,t). (5.33)
We can write this in the form (5.30) by defining

¢f = f(0).

Since this is well-defined (and linear) on D() = {f € L?(0,1) | f €
H'(0,1)}, the results from Example 5.3.3 and Theorem 5.3.4 give that the
above system has a well-defined output for every smooth input w(t) and
initial condition zg € D(l) satisfying xo(1) = u(0).

Using (5.28) we find that the output is given by

y(t) = {:Uo(ct) ct <1

u(t—1) o> 1. m

The uncontrolled transport equation is a simple example of our general
class of port-Hamiltonian systems. We showed that the controlled version
can be written as a boundary control system with an output. In the following
section, we do this for general port-Hamiltonian systems.

5.4 Port-Hamiltonian systems as boundary con-
trol systems

In this section we add a boundary control and observation to our Hamilto-
nian system and we show that the assumptions of a boundary control system
are satisfied. The port-Hamiltonian system with control and observation is
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given by

9ty = P2, t) + PolHa(C. 1) (5.34)

))> (5.35)
))> (5.36)

(
yt) = We <Z§(bg) (5.37)

We first recall the defining operators of the port-Hamiltonian system. As in
Section 4.2 we assume that

e P is an invertible, symmetric real n X n-matrix;
e [ is an anti-symmetric real n X n-matrix;

e H(({) is a symmetric, invertible n x n-matrix for every ¢ € [a,b] and
ml < H(¢) < MI for some m, M > 0 independent of (;

o Wp .= We. is a full rank real matrix of size n x 2n.
Wpg,2

As in Section 4.2 we choose the weighted L?-space X = L3 ((a,b);R")
equipped with the inner product

b
(o= [ FQOTHQ(C)de

as our state space. The input space U equals R™, where m is the number
of rows of Wp 1. The output space Y equals R*, where k is the number of
rows of W¢.

We are now in the position to show that this controlled port-Hamiltonian
system is indeed a boundary control system.

Therefor we write the controlled port-Hamiltonian system in the abstract
form

o(t) = Az),  xz(0) = o,
Ba(t) = wul),

y(t) = Ca(t),
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with
Ar = Pl(,i_[Hx]+Po[H:v], (5.38)
D) = {x€L*(a,b);R") | Hz € H'((a,b);R"), (5.39)
o () o}
Br = Wa, (;‘;’8) (5.40)
& = We (:ﬁg) (5.41)

So we have written the controlled port-Hamiltonian system in the lan-
guage of a boundary control system. It remains to show that the conditions
of Definition 5.3.1 are satisfied. We will only do that for the case that the
homogeneous PDE possesses solution non-increasing in the energy norm.

Theorem 5.4.1. Let 2 and B be given as in (5.38)—(5.40). If
Az, x) + (z,Az) <0 for all x € D(A) Nker B, (5.42)

then the system (5.34)—(5.36) is a boundary control system on X. Fur-
thermore, for the input u identically zero, the energy of the solution, i.e.
|z (t)||3,, will not increase.

Furthermore, for classical solutions of the boundary control problem, the
output y(t) is well-defined.

Proor: We begin with the simple observation that
Ha(b) Wga
k i
<’H$(a)> € ker <WB72

Wg @5((2))) =0 and Wz, (ﬁi(bb = 0.

is the same as

Thus D(A) := D() Nker B equals

D(4) = {ch € H'((a,b); R™) | (m(@) € ker <%§;>} (5.43)
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Since A is given by, see Definition 5.3.1,
0
Az =z = Pla—c[”;’-[x] + Py[Hz] (5.44)

we obtain by our assumptions on the matrices, equation (5.42), and Theorem
4.2.1 that #(t) = Axz(t), z(0) = xo has for every zp € X a unique weak
solution in X satisfying ||z(t)||% < ||xo||%. Hence part a. of Definition 5.3.1
is satisfied.

Thus it remains to show that part b. is satisfied as well. The n x 2n-
matrix Wpg is of full rank n. Thus there exists a 2n x n-matrix S such

that
_ (Ws (I, O
was= (122 5= (7 0). 55

where I, is the identity matrix on U = R™. The zeros denote zero block
matrices of appropriate sizes, such that the matrix on the right is n x n.
Note that (5.45) can be equivalently written as

Wg1S = (In 0) and WgaS = (0 0). (5.46)

We write S = (gg g;;) with S71 and Sa2;1 n X m matrices and we define the

for u € R™ the function Bu € X by

(Bu)(¢) :=H(¢)™" <511g:z +S21Z:2> u. (5.47)

The definition of Bu implies that for every u € R™, Bu is a square integrable
function and that HBu € H'((a,b); R"). Next we determine the boundary
values which B satisfies.

o () = o2 (S) =25 () =

where we have used (5.46). Using (5.46) once more we see that

= () =40 () =905 () =

Thus the port-Hamiltonian system is indeed a boundary control system.
Since it is easy to see that € is well-defined on D(2l), we conclude by
Theorem 5.3.4 that the output is well-defined for classical solutions. O
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So for smooth controls and initial conditions, satisfying the boundary
conditions, we know that solutions of the port-Hamiltonian system exist.
Since the energy/Hamiltonian plays an important within this class of sys-
tems, it is useful to have a relation between the change of energy (power)
and the external signals input and output. In many examples there exists
such a relation. When we have n inputs and n outputs, a general formula
can be derived expressing this relation.

Note that if we have n input, then Wp = Wpg 1 or equivalently Wpg o = 0.
Furthermore, we assume that we have n outputs, i.e., W¢ is a matrix of
size n X 2n. Since we do not want to measure quantities that we already

have chosen as inputs, see (5.41), we assume that ( %g) is of full rank, or

equivalently this matrix is invertible.
With this inverse we define

-1
1 (P 0 Wg
Pwywe = (WE W) ( 0 _ P1> <Wc> : (5.48)

Theorem 5.4.2. Consider the system (5.34)—(5.37) with Wp and W full
rank n X 2n matrices such that I/VI[% is invertible.

If the n x n right-lower submatrix of Py, w,, is non-positive, then for ev-
ery u € C*((0,00);R"), Ha(0) € H'((a,0);R"), and u(0) = Wi (1200,
the system (5.34)—(5.37) has a unique (classical) solution, with Hx(t) €
H'((a,b);R™). The output y(-) is continuous, and the following balance

equation is satisfied:

FI Ol = 3 70 v ) Regare (U0). 649
PROOF: See Exercise 5.1. O

As an example we once more study the controlled transport equation.

Example 5.4.3 We consider the system

ox or
E(Cvt) = &(C?t% C € [07 1]7 > 0 (550>

IL'(C,O) = mO(C)? S [07 1]

This system can be written in form (5.34) by choosingn =1, Pp =0, P, =1
and H = 1.
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Since n = 1, we can either apply one control or no control at all. The
control free case has been treated in Chapter 4, and so we choose one control.
By using the boundary variables, the control is written as, see (5.35)

u(t) = (a B) (igég) . (5.51)

Note that W = (a, 3) has full rank if and only if o 4 52 # 0.

Theorem 5.4.1 gives that the PDE (5.50) together with (5.51) is a bound-
ary control system if o + 5% # 0 and o? > 82, see (5.42). Thus possible
boundary controls are for example

u(t) = x(17t)7 (B = 0)7
u(t) = 3z(1,t) — x(0,1), (a=3,8=-1).

For the control u(t) = —x(1,t) 4+ 3x(0,t) we don’t know the answer.
Now we add the output equation

y(t) = (¢ d) <$E(1)i;> . (5.52)

Since W = (¢ d ) must have full rank, we find that ¢>+d? # 0. Furthermore,
since (%ﬁ) must be invertible, we find that ad — ¢ # 0.
The matrix Py, w, of (5.48) is given by

P 1 d —c\(1 0\[(d -8
WB’WC_(ad—BC)2 -8 a)\0 —-1)\-c «

1 ( > -2  —df+ ca)
(ad — Be)2 \—dB+ca p*—a* )"

For the particular choice a = 1,8 = 0 i.e. u(t) = x(1,¢) and ¢ = 0,d = 1,
that is y(¢) = z(0,¢), we find Py, w, = (§ Y1), or equivalently

Sl = 5 (ult)? ~ 9(0?) .

5.5 Exercises

5.1. Prove Theorem 5.4.2.
Hint: Calculate (2x, z) + (x,Ax).
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0.2.

5.3.

5.4.

5.5.

5.6.

Consider the vibrating string of Example 1.2.4 with the boundary
conditions

Ox oz

9c(0:0 =0 and T(L)aC(L ) =ult) t>0.

Reformulate this system as a boundary control system.

Hint: see Exercise 4.2

Consider the Timonshenko beam from Example 4.1.3 for any of the
following boundary condition:

(a) 22(a,t) = ui(t), 22(b,t) = ua(t), and % (a,t) = a—f(b,t) = 0.
(b) 22(a,t) = u(t), L(a.t) = 0, Z(b,t) = —Z2(b,t
(b,t) —Q%2(b,t), Q > 0.

Reformulate these systems as boundary control systems.

We consider again the vibrating string of Exercise 5.2 with the given
boundary conditions. Define an output to the system such that

SOl = u(t)y(0).

In the formulation of port-Hamiltonian systems as boundary control
systems with an output, see Section 5.4 we did not impose conditions
on W¢, whereas the matrix Wg had to be of rank n.

Sometimes one finds for the k x 2n matrix W the additional condition

Wgp '\
rank <WC ) =n-+k.

Explain why the above rank condition is logical.

Consider the vibrating string of Exercise 5.2 with the boundary con-
ditions

Ox Ox
a—C(O,t):O and T(L )aC(

and we measure the velocity at ( = 0.

(a) Prove that this is a well-defined input-output system.
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(b) Can the change of energy be expressed in the input and output,
i.e. does an expression similar to (5.49) hold in this case?

C epea € above TwO questions Ior € Imeasurement Yy =
R t the ab t ti for th t y(t

ow

ﬁ(lvt)'

5.7. Consider the coupled strings of Exercise 4.6. Now we apply a force
u(t), to the bar in the middle, see Figure 5.1. This implies that the

u
$ II

I

Figure 5.1: Coupled vibrating strings with external force

force balance in the middle becomes

(b) = Ti(a)

Owry
¢

awl

Tl(b)aiC

(a) + TIH (a) —_—

(a) Formulate the coupled vibrating strings with external force as a
boundary control system.

(b) Additionally, we measure the velocity of the bar in the middle.
Reformulate the system with this output as (5.34)—(5.37).

(¢) For the input and output defined above, determine the power
balance in terms of the input and output, see (5.49).



Chapter 6
Transfer Functions

In this chapter we discuss the concept of transfer functions. Let us first re-
capitulate the concept for finite-dimensional systems. Consider the ordinary
differential equation

§(8) +39(t) = Ty(t) = —u(t) + 2u(?), (6.1)

where the dot denotes the derivative with respect to time. In many text-
books one derives the transfer function by taking the Laplace transform of
this differential equation under the assumption that the initial conditions
are zero. Since the following rules hold for the Laplace transform

ft) = F(s) - £(0),
ft) = s*F(s) — sf(0) — £(0),

we have that after Laplace transformation the differential equation becomes
the algebraic equation:

52V (s) — sy(0) — §(0) + 3sY (s) — 3y(0) — 7Y (s) = —sU(s) 4 2U(s). (6.2)
Assuming now that y(0) = 0 and that §(0) = 0, this implies that

—s+2

Y(8)252+3s—7

U(s). (6.3)
The rational function in front of U(s) is called the transfer function associ-
ated with the differential equation (6.1).

This is a standard technique, but there are some difficulties with it if we
want to extend it to partial differential equations. One of the difficulties is
that one has to assume that u and y are Laplace transformable. Since u is

71
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chosen, this is not a strong assumption, but once u is chosen, y is dictated by
the differential equation, and it is not known a priory whether it is Laplace
transformable. Furthermore, the Laplace transform only exists in some right
half-plane of the complex plane!. This implies that we have the equality
(6.3) for those s in the right-half plane for which the Laplace transform of
u and y both exist. The right-half plane in which the Laplace transform
exists is named the region of convergence. Even for the simple differential
equation (6.1) the Laplace transform does not give you the equality (6.3)
everywhere. Taking into account the region of convergence of both u and y,
after Laplace transform we find that (6.3) only holds for those s which lies
right of the poles, i.e., the zeros of s? 4+ 3s — 7.

To overcome all these difficulties we define the transfer function in a
different way. We shall look for solutions of the differential equation which
are exponentials. Let us illustrate this for the differential equation of (6.1).
Given s € C, we look for a solution pair of the form (u(t),y(t)) = (e, yse).
If for an s such a solution exists, and it is unique, then we call y, the transfer
function of (6.1) in the point s. Substituting this pair into our differential
equation, we find

2yse®t + Bsyge®t — Ty.e’t = —se®t 4 2¢°. (6.4)

We recognise the common term e$! which is never zero, and so we may divide
by it. After this division, we obtain

$2ys + 3sys — Tys = —s + 2. (6.5)

This is uniquely solvable for y, if and only if s + 3s — 7 # 0, and we find
that ys and thus the newly defined transfer function equals

—s+2
24357

We see that we have obtained, without running into mathematical diffi-
culties, the transfer function. Moreover, we have it now for all complex s
which are not a pole. Since for PDE’s or for abstract differential equations
the concept of a solution is well-defined, we may define transfer function via
exponential functions.

Tet f(t) be a function defined for ¢ € [0, 00), then its Laplace transform F(s) is defined
as F(s) = [;° f(t)e *"dt for all s € C for which [;* If(t)]e Bt < 0.
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6.1 Basic definition and properties

In this section we start with a very general definition of a transfer func-
tion, which even applies to systems not described by a PDE, but via e.g.
a difference differential equation or an integral equation. To formulate this
definition, we first have to introduce a general system?. In a general system,
we have a time axis, T, which is assumed to be a subset of R. Furthermore,
we distinguish three spaces, U, Y, and R. U and Y are the input- and
output space, respectively, whereas R contains the rest of the variables. In
our examples, R will become the state space. A system & is a subset of
(U x RxY)T ie., asubset of all functions from T to U x R x Y.

Definition 6.1.1. Let G be a system, let s be an element of C, and let
up € U. We say that (uoet,r(t),y(t)) is an exponential solution in & if
there exist 7o € R, yo € Y, such that (upe, roes’, ypest) = (upes’, r(t), y(t)),
teTisin G.

If for every up € U the output trajectory, yoe®!, corresponding to an
exponential solution is unique, then we call the mapping ug — yo the transfer
function at s. We denote this mapping by G(s). Let  C C be the set
consisting of all s for which the transfer function at s exists. The mapping
s € Q+ G(s) is defined as the transfer function of the system &. O

As you may have noticed, in this definition the system is not defined via
equations, but via trajectories. This may seem very strange, since normally
we know the set of equations, but not the set of solutions (trajectories), see
our discussion in Chapters 3 and 5. However, here it works, since we impose
the scape of the solution. We illustrate this on the state space system of
the previous chapter. That is, we consider the abstract system of Theorem
5.2.2

z(t) = Ax(t)+ Bu(t), z(0)=xg (6.6)
y(t) = Cx(t) + Du(t). (6.7)

Under the conditions stated in Theorems 5.1.3 and 5.2.2, we know that
there exist weak solutions, but we don’t have an expression for this solution.
Since an exponential solution always contains the exponential e*! in the
input, the input is smooth. For the same reason the state trajectory will
be differentiable with respect to ¢, and so #(t) exists. For these reasons
we assert that our exponential solutions will be strong/classical solutions

2We follow here the behavioural approach, i.e., follow the ideas of J.C. Willems, see
[22]
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of the differential equation. Thus for the system (6.6)—(6.7) we define the
associated “trajectory” system & as

S = {(u(t),z(t),y(t)) | there exists an zo such that z(t) is a classical
solution of (6.6) and y(t) satisfies (6.7)}. (6.8)

In the calculation of the transfer function we often encounter equations
like
(sI —A)xg=g
with s € C, g € X given and z¢p € D(A) to be found. If this equation is

unique solvable for every g € X, then we say that s is in the resolvent of A
(denoted by s € p(A)), and we write

xo = (sl — A)7lg.

With this piece of notation, we can derive the familiar formula G(s) =
C(sI — A)™'B + D, for the transfer function of (6.6)—(6.7).

Theorem 6.1.2. Consider the state linear system (6.6)—(6.7). As solutions
of this system we take strong/classical solutions, see (6.8)

The triple (u(t), z(t),y(t)) = (uoe®’, xoe®, yoe) is an exponential solu-
tion (6.6)—(6.7) if and only if

sxg = Azxg + Bug and (6.9)
yo = Czo + Duyg.
For s € p(A) we have that the transfer function exists and is given by
G(s)=C(sI — A)"'B+ D. (6.10)

PROOF: Since we assume that our exponential solution is a classical one,
we may substitute it in equations (6.6) and (6.7). This gives

szoet = Azge®t + Buge® (6.11)
yoe®t = Cxpe™ + Duge®. (6.12)

Since e £ 0 for all s € C and ¢ > 0, these equations are the same as (6.9).
The top equation of (6.9) can be equivalently written as

(sI — A)xy = Buy. (6.13)

Thus for s € p(A),
zo = (sI — A) "' Bug. (6.14)
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Using the output equation of (6.9), we have that

yo = Cxo+ Dug
= C(SI—A)_lBuO+DuO.

Hence yo = C(sI — A)~!Bug + Dug which proves (6.10). O

From this theorem and its proof, we see an alternative way of determining
the transfer function of (6.6)—(6.7).

Corollary 6.1.3. If for for a given s € C and all ug € U, the equation
srg = Az + Bug

is uniquely solvable for xo € D(A), then the transfer function exists at s,
and G(s)ug = yo, with
Yo = Cxo + Dug O

In the following example we illustrate this construction of the transfer
function.

Example 6.1.4 Consider the following system

X 2.%'
0= 550+ @u (el 120 (619
x(Ca 0) = $0(<)a C S [07 1]
x(0,t) =0 = x(1,¢) t>0
1
t) =2 [ (¢ 0)dc £> 0.

2

We can write this in the form (6.6), (6.7) on the state space X = L?(0,1)
with
2 f )

and (Bu)(¢) = b1(Q)u = 21y 3y()u, and Cf =2 [1 f(Q)dC = [y e(C)f(¢)d¢
= (¢, f), with ¢(¢) = 211[%’1] (¢). This system satisfies the conditions of
Theorems 5.1.3 and 5.2.2.

Now we use the technique of Corollary 6.1.3 to obtain the transfer func-
tion. So given s € C we try to find a z¢p € D(A) satisfying

d2$0

st0(C) = == (€) +2 - Iy 11(C)uo. (6.16)
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Furthermore, since zo € D(A) we have that xo € H?(0,1), and
z0(0) = 0 = zo(1). (6.17)

The differential equation (6.16) can be rewritten as the first-order system

d(w\_ (01 0\ _ (0,
ac\ %) s 0)\ 4 2 ) 03"

which has the usual solution for s # 0

<xo<<>> _ < cosh(y/s() 1Ssinhw§<>)< 0 >

%(O Vssinh(y/s¢)  cosh(y/s() C?TO(O)

¢ (I sinh(y(c — )
2 ({osh(\/g(C—T)) )1“”5](7)%&’

where we have used that z¢(0) = 0. In addition, we have

B

sin s)dx 1/2 gin s(l—71
0 = m0(1):1m“(0)—2/0 hyvsU=7)), r

Vs dC Vs
sinh(y/s) dxg 1 12
TTC(O) +2 [s cosh(y/s(1 — f))] . U
S (/8) deo 2

1
VI 0)+ 2 |cosh(va) — cosh(v5)]

Thus for all s # 0 such that sinh(y/s) # 0 we obtain

2[cosh(y/s3) — cosh(y/s)]
V5 Sinh(,/5)

dzo

d( *UQ, (618)

(0) =

and we have

_ sinh(y/5¢) dxg ¢ sinh(v/s(C = 7)1, 1)(7)
20(C) = ﬁdc(o)_Q/o — drug.  (6.19)
Calculating the integral, and pugging in (6.18) gives
2o(C) = {i[; —cosh(VEQIuo +ysinh(vaQ), CE0.5] o
Bsinh(y/s(1 = () ¢e 31,
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with
N 2ug cosh(y/s) — cosh(y/s/2)
5 sinh(+/s)
5 2ug[cosh(v/s/2) — 1]
ssinh(4/s) ’

Thus we obtain

1 1
w = 2 /1 20(C)dC = 23 /1/2smh<¢§<1—<>>dc

/2
I T T |
ssinh(\/§)\/§[ h(v's/2) — 1 uo. (6.21)

Thus we may conclude that the transfer function on {s € C | sinh(y/s) #
0} ={se€C|s#—r?x%r=0,1,2,---} is given by

(cosh(é) —1)?

sy/ssinh(y/s)

Note that at the beginning of this derivation we took s # 0. To see if G(0)
exists, we try to solve (6.16)—(6.17) directly. So we have to solve

G(s)=4

d2$0
TCQ(C) = =21 1y(Quo,  20(0) = 0= zo(1).
Integrating once gives
@(C _ ) 2wt (€0, 3
d¢ —ug + Co (e [%,1].
Integrating once more, and using the first boundary condition gives
20(¢) = —CPug + co¢ ¢elo,3],
—Cuo + coC + juo ¢ € [3,1].
Note that we have used the fact that zo should be in H? and thus continuous

differentiable. Using the second boundary condition gives that ¢y = %uo.
Finally,

1 1
Yo = 2ﬁ xo(¢)d¢ = 2ﬁ [—leCU[) + iuo] d¢ = 1i6u0'

From this we find that G(0) = and thus s = 0 is not a pole. g

L
16°
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The above theorem shows that for state-space systems of the form (6.6)—
(6.7) the transfer function exists, and is given by the formula well-known
from finite-dimensional system theory. Our main class of systems, the port-
Hamiltonian systems have their control and observation at the boundary,
and are not of the form (6.6)—(6.7). As proved in Theorem 5.4.1, they form
a subclass of the boundary control systems. In the following theorem, we
formulate transfer functions for boundary control systems. Again since ex-
ponential functions are smooth, we take the classical solutions, see Theorem
5.3.2.

Theorem 6.1.5. Consider the system
z(t) = Ax(t), z(0) = xo
u(t) = Bax(t) (6.22)
y(t) = Cx(t)
where (2, B) satisfies the conditions for boundary control system, see Defi-
nition 5.3.1 and € is a well-defined (linear) operator from D() to Y = R¥.

If for a given s € C equations (6.23)—(6.24) have a unique solution zy €
D() for all ugp € U, then G(s) can be found via (6.25).

srg = Azg (6.23)
ug = %3}0 (6.24)
G(s)ug = €uxy. (6.25)

PROOF: Since x(t) = wpe® is a classical solution for u(t) = uge®’, we can

substitute this in the differential equation (6.22). By doing so we find

sroest = Axpe
upet = Broe®
yoes = Cxge

Removing the exponential term, we find the equations (6.23)-(6.25). O

We close this section by calculating the transfer function for the simple
Example 5.3.5 and a boundary heat equation.

Example 6.1.6 Consider for ¢ > 0 the system

ox ox
u(t) = x(1,1), t>0.
y(t) = z(0,1), t>0.
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If we define €z = x(0), then it is easy to see that all assumptions in Theorem
6.1.5 are satisfied, see Theorem 5.4.1. Hence we can calculate the transfer
function, we do this via the equation (6.23)-(6.25). For the system (6.26)
this becomes

s20(¢) = 520 = (0)
up = xo(1)

G(s)up = x(0).

The above differential equation has the solution zy({) = aecS. Using the
other two equations, we see that G(s) = e . O

This is nice transfer function, i.e., bounded on the right half-plane. How-
ever, this is not always the case as the following example shows.

Example 6.1.7 Consider the system

0%z

Ox

E(CJE) = aic-g(Cﬂf)v S [07 1]7 t>0 (627)
u(t) = ‘(zf(o,t), 20,0)=0 >0,
y(t) = =(1,1), t>0.

Using the procedure of Theorem 6.1.5 gives the following set of equations

d2$0
sz0(¢) = T@(C) (6.28)
zo(0) =0, (ZZO(O) = ug
Yo = wo(1).

For s # 0, the first equation gives that
20() = aeV** 4 geV¢, (e 0,1],

with «, 5 to be determined by the other two relations. By z¢(0) = 0, we
find that o = —f, and ‘%’(0) = ug gives that

e\/gc — 67\/§<

zo(¢) = 2—\/§U0
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Hence the transfer function is given by

eVs —e V5 sin s
= iy

It is clear that this function grows without bound when s — oc.

Again we may ask the question whether s = 0 is a pole of our transfer
function. To see this we again look at (6.28), but now for s = 0. The
differential equation has the solution

ro(¢) = a + BC¢.

Using the second line, we find that x0(¢) = up(, and thus G(0) = 1. O

6.2 Transfer functions for port-Hamiltonian sys-
tems

In this section we apply the results found in the previous section to our class
of port-Hamiltonian systems. Since we have obtained Theorem 6.1.5 describ-
ing transfer functions for general boundary control system, the application
to port-Hamiltonian system is straightforward. We obtain the transfer func-
tion for the system defined in (5.34)—(5.37). That is, the system is given by

#(t) = Pl(f(m:g(t)upo[mu)} (6.29)
u(t) = Wga (’Zi&g) (6.30)

0 = Wgo @;”((Zi;) (6.31)
yit) = We (Zi((zg) (6.32)

It is assumed that (6.29)—(6.32) satisfy the assumption of a port-Hamiltonian
system, see Section 5.4. Further we assume that for v = 0 the operator
associated to (6.29)-(6.31) satisfies the inequality (5.42). This guarantees
that (6.29)—(6.32) is a boundary control system, see Theorem 5.4.1.
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Theorem 6.2.1. Consider the system (6.29)(6.32). This system has the
transfer function G(s), which is determined by

sxryg = Plcz[%xo]—FPg[on] (6.33)
_ (Ho) (b)
u = Wga <(’ng)(a)> (6.34)
_ (Hao) (b)
0 = Wgo ((”on)(a)> (6.35)
G(s)ug = W¢ (Egig;%) (6.36)

PRrOOF: The proof is a direct combination of Theorems 5.4.1 and 6.1.5. By
the first theorem, we know that the system (6.29)—(6.32) is a well-defined
boundary control system and that the output equation is well-defined in the
domain of the system operator 2. Hence all conditions of Theorem 6.1.5
are satisfied, and the defining relation for the transfer function, equation
(6.23)—(6.25), becomes (6.33)—(6.36). O

Looking at (6.33)—(6.36) we see that the calculation of the transfer func-
tion is equivalent to solving an ordinary differential equation. If H is con-
stant, i.e., independent of (, this is easy. However, in general it can be very
hard to solve this ordinary differential equation by hand, see Exercise 6.2.

Even if the transfer function is hard/impossible to calculate by hand, we
still would like to know properties of it. For instance, where are its poles
located? For a port-Hamiltonian system we have the energy function and
an associated balance equation, see (4.7). This relates the internal signal
(state) with the boundary, and since the input and output are defined at the
boundary, we might expect/hope that the power balance can be written in
terms of inputs and outputs. This indeed happens when we have full control
and full measurements, see Theorem 5.4.2.

We want to show how this power balance reflects in the transfer function.
However, since in the definition of the transfer function we used complex
exponentials, we have to say how we define the energy for non-real states.
If 2(t) is complex-valued, then

1

b
IOl = () = 5 [ alc.t) M (¢, 0k, (637

where for z((,t) € C", z((,t)* denote the complex conjugate. Note that
with this definition the energy remains a non-negative quantity. Similar to
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Theorem 4.1.2 we have that

%f(t) = £ [(Ha)" ()P (M) (G 1)

Now we assume that we have full control, i.e, Wp 1 = Wp and full measure-

(6.38)

ments and that (I‘fV/g ) is of full rank, or equivalently this matrix is invertible.

Then based on (6.38), we have for classical solutions the following “complex”
version of (5.49);

Gl =5 @@ o) P (U). 039
where .
Pwywe = (W5 WE)™ (1;1 _331> (%g) . (6.40)

Theorem 6.2.2. Consider the system (6.29)—(6.32) without homogeneous
boundary conditions and with full observation, i.e., Wp = Wp and W¢

is an n X 2n matrix. Assume further that <%§> is invertible. Then its
transfer function satisfies the following equality
Re(s)llzol3, = ~ (uf ulG(s)* ) Pwpwe 0 (6.41)
H 4 0 0 B,Wc G(s)uo ’

with Py, w, given by (6.40).

PROOF: The transfer function is by definition related to the exponential
solution (upe™, zpe, G(s)upe). Since by Theorem 5.3.2 any classical so-
lution satisfies (6.39), we find that

d 9 1 - - upes
Glleoe =5 (e a6 e ) ugare (%o o )
Note that we have assumed ug to be real. Since e - et = ¢2Re(5)t and since
lzoe™ 15, = le* |0l 3 = el |3,

the above equation can be written as

d Re(s 1 * uo Re(s
Gl = 5 (o GO ) P (g5, ) "

Since the derivative of ¢2Re(5)* equals 2Re(s)e?Re(9)t we see that the above
equality is equivalent to (6.41). O
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In the above theorem we assumed that we had n controls and n mea-
surements. However, an equation similar to (6.41) may hold when we do
not have full control and measurements.

In the following example we calculate and investigate properties of the
transfer function associated to the transmission line. We start with full
control and measurement, and show that from this the finding of the transfer
function from just one input to one output is a simple step.

Example 6.2.3 Consider the transmission line of as shown in Figure 6.1.
The model is given by

2Q _ 091
ot (¢t) = ~a¢ L) (6.42)
99 __0Q(G1)

where Q((,t), ¢((,t) are the charge and magnetic flux, respectively, at pos-
tion ¢ and time t. C denotes the (distributed) capacity and L is the dis-
tributed inductance.

————————————————————————————————

Figure 6.1: Transmission line.

This is a port-Hamiltonian system, see Exercise 4.5, with energy

L) | Q)
=5 [ L+ e

We control the voltages V' = @Q/C at both ends, and measure the currents
I = ¢/L at the same points. Furthermore, we assume that the spatial
interval [a,b] equals [0,1]. Hence the system is the PDE (6.42) together
with the control and observation

Q(L,t)
W>=(&%) 6.43)

¢L(17t)
y(t) = ( o0 ) : (6.44)
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For the transfer function, this PDE is replaced by the ordinary differential
equation

Qe = (6.45)
s¢o(C) = _CZ%)((Q%)
_ up \ _ QCO((ll))
W= ()= (48) o
_ Yyio \ _ ¢LO((11))
v (m)-(2) e

Since we want to illustrate transfer functions, and their properties, we make
the simplifying assumption that C(¢) = L({) = 1 for all { € [0,1]. With
this assumption, it is easy to see that the solution of (6.45) is given by

Qo(¢) = ae™ + e, ¢o(¢) = —ae™ + fe, (6.48)

where «, 5 are (complex) constants. Using (6.46) we can relate these con-

stants to ug,
« 1 1 —e 5
< B > T s _es < -1 e )uo. (6.49)

Combining this with (6.47) gives

_ 1 —ef — e~ 2
Yo = es — e~ S —2 eS+e S o-

Thus the transfer function is given by

—tanh(s) —oi—
G(s) = ) sinh(s) ) (6.50)
( S (s) tanh(s)
Using now the balance equation (6.41), we find
0 0 -1 0 u10
1 * * 0 0 1 u20
Re (S)HJCOH2 = 1 ( uio w20 Yo Y20 ) 10 0 0 Y10
0 1 0 1 Y20
1
= §Re (UQ()yQO) — Re (uloylo) (6.51)

1
= §Re (u20G21(s)u10 + u20G22(s)uz0) —

1
§Re (U10G11(8)U10 + UloGlQ(S)UQO). (6.52)
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By taking uig = 0, we conclude that the real part of G2 is positive for
Re(s) > 0. Combined with the fact that Gag is analytic® for s € C§ := {s €
C | Re(s) > 0}, we have that Gag is positive real. This can also be checked
by direct calculation on Gaa(s) = tanh(s).

Consider next the system defined by the PDE (6.42) with input w(t) =
Q(1,t), output I(1,¢) and boundary condition Q(0,t) = 0. We can proceed
like we did above, but we see that we have already obtained the transfer
function by putting ugp = 0 in (6.46) and only look at yjo in (6.47). Hence
the transfer function of this single input single output system is — tanh(s).

The transfer functions (6.50) and — tanh(s) have their poles on the imag-
inary axis, and so one cannot draw a Bode or Nyquist plot. In order to show
these concept known from classical control theory can also be used for sys-
tem described by PDE’s we add a damping such that we obtain a system
with no poles on the imaginary axis.

We consider the PDE (6.45) with the following conditions

V(1,t) = RI(1,t) (6.53)
ut) = V(0,¢) (6.54)
y(t) = I(0,1). (6.55)

Again we take the simplifying assumption that C'(¢) = L(¢) =1, ¢ € [0,1].
Calculation the transfer function leads to the ODE (6.45) with the boundary
conditions

Vo(1) = RIo(1) (6.56)
up = Vo(0 (6.57)
yvo = Io(0). (6.58)

The ODE has as solution (6.48). The equations (6.56)—(6.58) imply

e’ +pe”* = R(—ae®+ fe)
upg = a+p
Yo = —a+p.
Solving this equation gives the following transfer function,

cosh(s) + Rsinh(s)

Gls) = sinh(s) + Rcosh(s)

(6.59)

The Nyquist plot of this is a perfect circle, see Figure 6.2. Again using the

3a function from Q C C to C is defined to be analytic if its derivative exists for all
s € 2. The term holomorphic is sometimes used as well.
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Img
o

Reg

Figure 6.2: Nyquist plot of (6.59) for R = 10.

balance equation (6.38), we find that for this system

2Re (5)[roll2 = Re (Vo(0)To(0)) — Re (Vo(1)To(1))
= Re(upG(s)ug) — Re (Ip(1)RIy(1)).

Hence for Re(s) > 0, we have
Re (G(s))ud = 2Re (s)||zo||*> + RIo(1)? > 0, (6.60)

and so G is positive real. O

6.3 Exercises

6.1. Determine the transfer function of the system

Ox O\
E(C’t) = TC(C’@’ C € [CL, b]’ t>0 (661)
I(C, 0) = CEO(C)’ ¢ € [07 1]
u(t) = AB)z(b,t), > 0.
y(t) = Ma)z(a,t), =0,

where A is a (strictly) positive continuous function not depending on
t.

6.2. Consider the system of the transmission line given by (6.42)—(6.44).
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(a) Show that even when the physical parameter C' and L are spatial
dependent, the equality (6.52) still holds.

(b) Choose L(¢) = ¢, and C(¢) = 1, and determine the transfer
function.
Hint: You may use a computer package like Maple or Mathemat-
ica.

6.3. Our standard port-Hamiltonian system is defined on the spatial inter-
val [a,b]. In Exercise 4.4 we have shown that it can easily be trans-
formed to a port-Hamiltonian system on the spatial interval [0, 1]. How
does the transfer function change?

6.4. Show that the Nyquist plot of transfer function (6.59) is a circle. Fur-
thermore, show that G restricted to the imaginary axis is periodic,
and determine the period.

6.5. Consider the vibrating string of Example 1.2.4. We assume that the
mass density and Young’s modulus are constant. We control this sys-
tem by controlling the velocity at { = b and the strain at ( = a, i.e.,

Ge(td . :
u(t) = < or (40) ) We observe the same quantities, but at the opposite

2% (1,0
: G (ta)

ends, i.e., y(t) = o 1) )

Determine the transfer function of this system.

6.6. Since we have defined transfer functions via a different way, it may be
good to check some well-known properties of it. Let &; and Gy be
two linear and time-invariant systems, with input-output pair wui,y;
and us, yo, respectively. Assume that for a given s € C both systems
have a transfer function.

(a) Show that the series connection, i.e., us = yo has the transfer
function G(s) = Ga(s)G1(s).

(b) Show that the parallel connection, i.e., u; = uz = u, and y =
y1 + yo2 has the transfer function G1(s) + Ga(s).

(c) Show that the feedback connection, i.e., u; = u — y2, y = y1 has
the transfer function Gi(s) [l + Ga(s)]™' provided I 4+ Ga(s) is
invertible.

6.7. Consider the coupled strings of Exercise 5.7. As input we apply a force
to the bar in the middle, and as output we measure the velocity of this
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bar. Assuming that all physical parameters are not depending on (,
determine the transfer function.

6.4 Notes and references

The ideas for defining the transfer function in the way we did is old, but
has hardly been investigated for distributed parameter system. [29] was
the first paper where this approach has been used for infinite-dimensional
systems. In that paper the concept we named transfer function was called
a characteristic function.

One may find the exponential solution in Polderman and Willems [22],
where all solutions of this type are called the exponential behaviour.



Chapter 7

Stability and Stabilizability,
Time-Domain

7.1 Introduction

In this chapter we study the stability of our systems in time domain. In the
following chapter we shall discuss the stability of our system by looking at
the frequency domain characterisation.

Here we shall mean by stability, the stability of the state, i.e., we only
look at the solutions of the homogeneous differential equation. As for non-
linear ordinary differential equations there are two different notions of stabil-
ity. Namely asymptotic stability and exponential stability, which are defined
next.

As before, we write our PDE as the abstract differential equation on the
state space X

i(t) = Az(t),  2(0) = xo. (7.1)

We assume that this equation has a unique weak solution for every initial
condition zg € X.
We define two concepts of stability.

Definition 7.1.1. The system (7.1) is asymptotically stable if for every xy €
X the state trajectory z(t) converges to zero for ¢ going to infinity. O

Asymptotic stability is also known under the name strong stability. However,
we shall use asymptotical stability since that is the standard terminology
within systems theory.

89
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Definition 7.1.2. The system (7.1) is exponentially stable, if there exists a
M > 1, w < 0 such that for all zg € X the following holds

lz ()]l < Me*[|lzoll, ¢ >0. (7.2)
O

Since for w < 0 there holds e* — 0 as t — oo, it is easy to see that
exponential stability implies asymptotic stability. The converse does not
hold, as will be shown in the next example. However, before we show it, it
is good to have the following result. If the system is exponentially stable,
then at time ty = log(2M)/(—w) > 0 we have that

e M 1
)| < Mem 05T |z || = —— |lag || = 5 llwoll- (7.3)

t
o o

1
2

So at that time instance every solution has lost at least half of its initial
norm (energy). If the system is only asymptotically stable, then this point
in time will depend on the initial state. With this observation we study the
shift on an infinite long interval.

Example 7.1.3 Consider the partial differential equation of Example 2.1.1,
but now on the interval [0, c0) and with ¢ =1

Oz

aC(C,t), ¢,t>0. (7.4)

ox
E(ga t) =

We choose as state space X = L?(0,00). As in Example 3.1.1 it is not hard
to show that unique weak solution of (7.4) is given by, see Exercise 7.1,

(¢, t) = wo(t +¢), (7.5)

where x( is the initial condition. First we shall show that this PDE is
asymptotically stable. Given the solution (7.5) we have

2 > 2 > 2
oI = [t + 0% = [ ao(mdn, (76)
0 ¢
where we made the integral substitution n =t + (. So we see that
2 > 2
Jim (0 = Jim [ ao(nn =0,

since zo € L?(0,00). So this shows asymptotic stability. Next it remains
to show that it is not exponentially stable. For this we use the observation
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made just before this example, see (7.3). If it would be exponentially stable
then should exists a ta such that for all zy € X, we have ||:17(t;)|| < 2 lzol-
We construct next an 1n1t1al condition for which this does not hold. Suppose
t 1 exists, then we define

1 1,01+ 1
aéo(o:{ Syt

0 otherwise.

It is easy to see that ||Zo|| = 1. By (7.6) and our choice of Zy we find that

[e's) t1+1

laty)I? = [~ aowPn= [ * 1dn =1~
t1 t
2

1
2

This contradicts (7.3), and so it cannot exist. Concluding we have that this
system is asymptotically, but not exponentially stable. O

Hence in contrast to ordinary differential equation with constant coeffi-
cients, there is for PDE’s (with constant coefficients) a difference between
exponential and asymptotic stability. In this chapter we present some tech-
niques which helps you in proving stability. However, it is good to re-
mark that there are many papers on stability, and so very often it is not
easy to prove it. In Section 7.2 we show that for port-Hamiltonian sys-
tems there is a sufficient condition for exponential stability. However, since
port-Hamiltonian systems don’t have any internal damping, these conditions
often imply that at all but one boundary there is damping.

We end with a small lemma, showing the converse of (7.3).

Lemma 7.1.4. Consider the (abstract) differential equation z(t) = Ax(t),
x(0) = x. If there exists a t, > 0 and ar € [0,1) such that for every initial
condition xg € X, the corresponding solution satisfies

()| < rllzoll,
then the system is exponentially stable.

PrOOF: We shall not give the detailed proof but just give the argument
on which it is based. Important to realise is that the differential equation
is time invariant. This implies that we can see x(2t,) as the solution of
#(t) = Az(t) at time t,, when we would have taken the initial condition
x(t;). Since the estimate holds for every initial condition, we have that
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l|lx(2t,)|| < 7||z(tr)||. Combining this with the initial estimate, we obtain
llz(2t,)|| < r|lz(t;)]| < r?||zo]|. Repeating this argument gives

lz(kto)| < r¥llzoll, k€N

We can write
ALz log(r)

k _ eklog(r) — etr )

r

Combining these, we find that for ¢ = kt, there holds
lz ()]l < e“*[loll,

where w = log(r)/t,, which is negative since r € (0,1). Some extra work
gives that ||z(t)|| < Me“!||zo|| for all ¢ > 0. O

In the following section we consider our class of port-Hamiltonian system,
and we show that a simple condition is guaranteeing exponential stability.

7.2 Exponential stability of port-Hamiltonian sys-
tems

We return to our homogeneous port-Hamiltonian system of Section 4.2.

That is we consider the PDE

9

¢

with the boundary condition

W ( (Hz) (b,1) ) -0, (7.8)

%(g,t} = P> [H(Q)z(¢, )] + Po [H(C)z(¢, 1)] (7.7)

(Hz) (a,t)
As in Theorem 4.2.1 we assume that the following holds
ASSUMPTION 7.2.1:
e P is an invertible, symmetric real n X n matrix;
e P is an anti-symmetric real n X n matrix;

e For all ¢ € [a,b] the n x n matrix H(() is real, symmetric, and mI <
H(¢) < MI, for some M, m > 0 independent of (;

e 7 is continuously differentiable on the interval [a, b];
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e Wpg be a full rank real matrix of size n x 2n; O

The above, with the exception of the differentiability of H, have been our
standard assumptions in many previous chapters. However, we would like to
remark that our main Theorem 7.2.3 also holds if Py satisfies Py + P(;f <0.
Under the conditions as listed in Assumption 7.2.1 we know that the abstract
differential equation #(t) = Ax(t),z(0) = x¢ with

Az = Pli (Ha] + Py [Ma] (7.9)

and domain

D(A4) = {w € L*((a,b);R") | He € H'((a, b R"), Wi (J0)20)) = 0}
(7.10)
possesses for every xg € X a unique weak solution z(t) € X with ||z(t)|ly <
lzol|%, where

X = L*((a,b); R™) (7.11)
with inner product
1 b
(g = [ FOTHQO9(L. (712
provided that
<AI’0, $0>'H + <.CL'0, A.CL'())'H <0. (7.13)

This result can be found in Section 4.2, in particular Theorem 4.2.1.

The following lemma shows that there exists a time instant 7 > 0 such
that the norm/energy of a state at that time can be bounded by the energy
observed at one of the boundaries during the period 0, 7].

Lemma 7.2.2. Consider the operator A given by (7.9) and (7.10) and as-
sume that it satisfies (7.13). Let xo € X be any initial condition, then for
sufficiently large 7 > 0 the state trajectory x(t) := T (t)xo satisfies

lx(7)II3, < C/OT I(Hx)(b,1)|*dt  and (7.14)

le(m)II3, < C/OT I(H)(a, )] dt, (7.15)

where ¢ > 0 is a constant that only depends on T and not on xg.

With this technical lemma, the proof of exponential stability is easy.



94 CHAPTER 7. STABILITY, TIME-DOMAIN

Theorem 7.2.3. Consider the operator A defined in (7.9) and (7.10). Fur-
thermore, we assume that the conditions in Assumption 7.2.1 are satisfied.

If for some positive constant k one of the following conditions is satisfied for
all zo € D(A)

k| (o) (b)[|* (7.16)
— k|| (Hao) ()|, (7.17)

(Azo, w0)3 + (20, AT0)H

IAIN

(Azo, z0)n + (w0, ATo)n
then the system is exponentially stable.

ProoF: Without loss of generality we assume that the first inequality (7.16)
holds. Since that inequality implies (7.13), we know by Lemma 7.2.2 that
(7.14) holds for some 7 > 0.

Let 2:(t) be the solution of (t) = Ax(t), x(0) = x¢. If we take xg € D(A),
then this is a classical solution, i.e., z(¢) € D(A), z(t) is differentiable and
x(t) satisfies the differential equation. Using this last fact, it is easy to see
that

dlz@lF, _ d{z(t), =) _

dt dt

(Az(t), 2())n + (x(t) Ax(t))n.  (7.18)
Using this and equation (7.16), we have that

T T 2
e~ 1ol = [ A ar

_ /()T(Ax(t), (8 + (@(t), Ax(t))p dt
_ ’ T 2 .
< k/o () (b, 1)) 2dt

Combining this with (7.14), we find that

(7)1, = 2 (O) < %kllw(f)lli-

Thus |z(7)[|3, < CJ%l,gﬂac(())H%{ Since ¢,k > 0 we have that 0 < 7 < 1,
and so the conditions of Lemma 7.1.4 are satisfies. Applying that lemma,

we conclude that our system is exponentially stable. O

Estimate (7.16) provides a simple way to prove the exponential stability
property. We note that Theorem 4.1.2 implies

(Az, )3 + (z, Az)gy = (Hx)T (0) Py (Ha)(b) — (Ha)T (a)Pr(Ha)(a). (7.19)
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This equality can be used on a case by case bases to show exponential sta-
bility. However, when we have full damping, i.e., no homogeneous boundary
conditions, then exponential stability will hold. However, that case is not
very interesting, since it hardly happens. We will illustrate it in the following
example.

Example 7.2.4 Consider the transmission line on the spatial interval [a, b]

00, 0G0
7= "5 10 (720
96 9QW1
o' &= "ac e

Here Q((,t) is the charge at position ¢ € [a, b] and time ¢ > 0, and ¢((, t) is
the flux at position ¢ and time ¢. C' is the (distributed) capacity and L is
the (distributed) inductance. This example we studied in Exercise 4.5 and
Example 6.2.3. To the above PDE we add the following input and output

Q(b,t)
u(t) = <5m>>=(5&2) (7.21)

#(byt)
y(t) = (%%)z(f&ﬂ). (7:22)

First we want to know whether the homogeneous system, i.e., u(t) = 0,¢ > 0,
is (exponentially) stable. A simple calculation gives that for xg € D(A)

(Azo, xo)n + (20, Azo)y = Vo(a)lo(a) — Vo(b)Io(D). (7.23)

Thus when there is no input, this expression is zero. By Theorem 4.2.1 we
conclude that for every initial condition we have that the energy stays con-
stant, i.e., [|[2(t)|l% = ||zo|ly and thus this PDE cannot be (asymptotically)
stable.

Now we apply an output feedback. If we apply a full output feedback,
then it is not hard to show that we have obtained an exponentially stable
system, see Exercise 77

We want to consider a more interesting example, in which we only apply
a feedback on one of the boundaries. This is, we set the first input to zero,
and put a resistor at the other end. This implies that we have the PDE
(7.20) with boundary conditions

Via,t) =0,  V(bt)=RI(bt), (7.24)
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with R > 0. Using (7.23) we find for z¢9 € D(A)
<A.%'0, x(])'H + <.1‘0, A1‘0>'H = —ng(b)Q. (7.25)

Furthermore, we have that (Hz)(b) = ( ‘I/((lf)) ) Thus

[(H2)B)[I* = V(b)* + 1(b)* = (R* + 1)I(b)*. (7.26)

Combining the two previous equations, we find that for zy € D(A)

<A:Eo, 1,‘()>H + <.’E0, AxO)H < (Hl’o)(b)”2 (7.27)

R
<1yl
Hence by Theorem 7.2.3 we conclude that putting a resistor at one end of
the transmission line stabilises the system exponentially. Note that we have
assumed that the conditions as stated in Assumption 7.2.1 hold. This is left
as an exercise to the reader, see Exercise 4.5. U

7.3 Lyapunov functions

In the previous section we concentrated on port-Hamiltonian systems. Al-
though they form an important class, we have already seen other PDE’s. So
we would like to have a technique to study stability of these as well. We do
this via Lyapunov functions. As you might know from a course on ODE’s,
Lyapunov functions can be used to prove stability for a wide class of differ-
ential equations, including non-linear ones. In this section we concentrate
on linear differential equations.

Definition 7.3.1. Consider the abstract differential equation (7.1) on the
state space X. We say that X — [0,00) is a Lyapunov function when the
following conditions are satisfied

1. V(0) =0, and V(x¢) > 0 whenever xy # 0;

2. For all zy € D(A) there holds

. dVv
V(x[)) = 7(141‘0) < 0. (7.28)

dx
O

The last condition can also be read as
V(= (t) <0fort>0 (7.29)

dt
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for all classical solutions of (7.1), or equivalently,
V(z(t2)) < V(x(t1)), whenever ty > ;. (7.30)

So a Lyapunov function is a positive function which is non-increasing
along the solutions. The following theorem shows how Lyapunov functions
can be used to prove exponential stability.

Theorem 7.3.2. Consider the abstract differential equation &(t) = Ax(t),
x(0) = xo on the state space X. We assume that for every xy € X there
exists a weak solution of this equation.

Let V' be a Lyapunov function for which there exists a o, 3 > 0 and
n € N such that for all xg € D(A)

V(xg) < —aV(xg), (7.31)
Bllzo|™ < V(z0), (7.32)

and
sup V(zg) < o0, (7.33)

{zoeX||[zoll=1}

then the system is exponentially stable.

PROOF: Let zp € D(A) and let z(t) be the (classical) solution of #(t) =
Ax(t), (0) = xo. Then by (7.31), see also (7.29), there holds

GW(CZ(m < —aV(z(t)), t=>0.

Thus
V(a(t)) < e 'V (2(0)),

and by using (7.32) we find

n V(xO)ewt
()] < \/75

with w = —a/n. Using now (7.33) we have that by choosing M = /% with

M = SUP{zex]|zof=1} V (Z0), for all zg € D(A) satisfying |lzol| = 1 there
holds
l=(@)] < Me*".
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Since the system is linear we find that if zp does not have norm one, then
xg = ﬁ has norm one, and the solution corresponding to zg is ||zp|| times
the one corresponding to xg.

Hence ||z(t)|| < Me*t||z]| for all initial conditions in the domain of A,
and so we conclude the system is exponentially stable for initial conditions
in the domain of A. By using the denseness of the domain of A in X, we
can get ||z(t)]| < Me“!||zo|| for all zg € X. O

Although this theorem gives a nice condition for exponential stability, in
practise the condition (7.31) can be quite hard to obtain, and most times
clever estimates are needed as is illustrated in the next example. The con-
ditions (7.32) and (7.33) normally always holds and will not be hard to
check.

Example 7.3.3 Consider a heated bar of length one, which is hold at con-
stant temperature at its boundary

ow 0w
E(Cat) = CTCQ(CJ% ¢€(0,1),

where ¢ > 0,
w(0,t) =0=w(1,t).
As Lyapunov function we try the (squared) L?(0,1)-norm, i.e.,

1

1
Vi) = [ ecrac

where we have added a half for conveniences. Note that V (z) = 3| z||?, since
we work with the state space L?(0, 1), and so (7.32) and (7.33) clearly hold.
Differentiating V' along classical solutions gives

o) =y ([ wcora)

! ow
= [ uwicoGena

9w

1
= [ e

= [w(g,t)cglg(c,t)};%/ol [?Z(C,t)rdc

_ _C/O1 [gz_’(g,t)rdq, (7.34)
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where we have used the PDE, integrating by parts, and the boundary con-
ditions. From this we see that V is non-increasing, but we don’t have yet
the inequality to conclude exponential stability. The last expression equals
the squared norm of the spatial derivative of the state, and not of the state
itself. That would be needed for an inequality like (7.31). To obtain this,
we need to do some more work.

Since w(0,t) = 0, we have that for p € [0, 1]

P ow
o OC
Using now the Cauchy-Schwarz inequality on the interval [0, p], we find that

w(p,t ]<\//12dg“\// (¢, t)2d¢

D 1
w(p, ) < p /0 sz(c,w?dc <p /0 Z?(c,w?dc. (7.35)

Integrating this expression over p gives

1 1 [t ow
w(p,t)2dp < / — (¢, t)2dC. 7.36
| e <5 [ S (7.36)
Combining this with (7.34), we find that

Yewy < [ [2eo] «

U)(p,t) - (C? ) dc.

Thus

a¢
—20/ lw(p,t)|>dp = —4cV (z(t)). (7.37)
0

IN

From Theorem 7.3.2 we conclude that the system is exponentially stable.[]

It is good to note that that constant —4c in (7.37) is not the optimal
constant. Hence the exponential decay of the solution will be more that
—4c. To find the optimal constant, i.e., to find the precise decay can be very
hard. Here we can improve (7.37) by improving (7.35). For instance, using
the other boundary condition, we can replace (7.35) by

w(p, ) < min{p, 1 p} / (¢, t)%dc.

However, even this would not give the optlmal decay rate. Knowing the
location of the eigenvalues gives an exact estimate of the decay rate. This
is explained in the following section.
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7.4 Eigenvalues, eigenfunctions and stability

For matrices it is well-known that stability is closely linked to eigenvalues,
i.e., (complex) \’s for which Av = Av is solvable for a non-zero vector v. For
abstract state equations this is partly true. We begin by defining eigenvalues
and eigenfunctions. Since eigenvalues can be complex numbers, Av will nor-
mally no longer lie in a real valued state space. Therefore we have to “com-
plexitfy” the space. We assume that we are working with with a complex val-
ued spaces. For instance, L?((a, b); R™) is replaced by L?((a,b); C") and the

inner product has changed from (f, g) = f: F(OTg(¢)d¢ to f;g(()*f(() dac.

Definition 7.4.1. Let A be an operator from D(A) C X to X. We call
A € C an eigenvalue if there exists an f € D(A) with f # 0, such that

Af = \f.
If such a f exists, then we call it the eigenfunction associated to A. O

The link with stability is explained next.

Lemma 7.4.2. If A € C is an eigenvalue of the operator A with eigenfunc-
tion f, then a (classical) solution of

B(t) = Ax(t)  z(0) = f (7.38)

is given x(t) = eMf. When we know that solutions of (7.38) are unique,
then it is the only solution.

PROOF: We can easily check that () = e f is a solution of (7.38). Namely,

d

Wy = AMf = MAf = MAf = A (er) — Ax(t),

dt

where have used the linearity of A. Since z(0) = f, we see that e*f is a
classical solution of (7.38). O

The above lemma induces the following important observations.

If there exists an eigenvalue A with its real part larger or equal to zero,
then the system cannot be asymptotically stable.

Unfortunately in general the converse does not hold, i.e., all eigenvalues
in the open left half-plane does in general not imply that the system is stable
as is shown in the following example.
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Example 7.4.3 Consider the partial differential equation

ow ow

— (¢, t) = ——=((,t t t>0 7.39

GO = =GO+, > (739
with boundary condition w(0,¢) = 0. We can write this in the abstract form
i(t) = Ax(t) on the state space X = L%(0,00) and A given by

Af:—£+f
with domain
D(A) = {f € L*(0,00) | ZZ € L*(0,00) and f(0) = 0}.

We will show that this PDE is unstable but has no eigenvalues. We start
by showing the last assertion. For A € C to be an eigenvalue there should
exists an f € D(A) with f # 0 and Af = Af. Using our expression of A
this equation becomes

df

¢

which is equivalent to g—é = (1—=M\)f. The solution of this differential equation
is well-known, namely

+f=)\f (7.40)

F(C) = foel=Ne.

However, f should be an element of D(A) and thus in particular, f(0) = 0.
Using the latter, we find fo = 0, and thus f = 0, which is not allowed for
an eigenfunction. So this A has no eigenvalues.

To show that the system is unstable we can look at the solution, but we
can also use a kind of Lyapunov argument. Let w((,t) be a classical solution
of (7.39), and thus satisfying the boundary condition. Then

o o a
wie.tPds = [ 22w pag

- [ {—?Z((,t) +w(C,t)} w(C, 1

e au() S )
= 2/0 o w((,t)d(+/0 2w(¢, t)*d¢
N /0 w(C, )2

dt Jo

Il
|
g
—~
N
~
~
[\V]
[t
o
+
[\
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where we have used the boundary condition. Hence if we define V(t) =
fooo w(¢,t)%d¢, then by the above

V(t) =2V (1)

and thus V(¢) = €*V(0). Using the fact that V (¢) is the norm of the solution
squared, we immediately see that this norm will grow beyond bound, and
thus the system is unstable.

Note that we did not showed that the PDE possesses a unique weak
solution for every initial condition. This is the topic of Exercise 7.2. g

The example shows that care should be taken in relating eigenvalues to
stability. To conclude stability from the eigenvalues, we need sufficiently
many of them, and the eigenfunctions should form a basis. This we define
next.

Definition 7.4.4. Let X be our state space with inner product (-,-). The
set of functions {¢,,n € N} forms an orthonormal basis when the following
is satisfied.

1. For all n,m € N there holds (¢, $,) = 0 whenever n # m and
(dn, ¢m) = 1 whenever n = m;

2. There is no function orthogonal to the span of {¢,,n € N}. That is,
if for all N > 0 and a7, -+, ay there holds

N
<w7 Z O‘n¢n> =0,
n=0

then w = 0. O

If {¢n,n € N} forms an orthonormal basis, then for any z € X the
following holds

[e.9]
z= Z O, (7.41)
n=0
where the «,, are given by
an, = (2, dp). (7.42)
Furthermore,
o0

21> = e, (7.43)
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Theorem 7.4.5. Consider the abstract (linear) differential equation &(t) =
Az(t),z(0) = x¢ the state space X. If A possesses an orthonormal basis of
eigenfunctions {¢,,n € N}, then

1. The (weak) solution of &(t) = Ax(t),x(0) = xq is given by

o0
= ane*iey, (7.44)
n=0

where ¢,, is the eigenfunction corresponding to the eigenvalue \,, and
Qp = <5U0> ¢n>f

2. The system is exponentially stable if and only if there exists a p > 0
such that Re(\,) < —p for all n;

3. The system is asymptotically stable if and only if Re()\,) < 0 for all
n.

PRrROOF: We skip the proof of the first item, and focus our attention to the

second and third item.
Combining (7.41) with (7.42) and (7.43), we find for z € X

[e'S) 2 [e%9) [e'S)
1207 = 1D andn|| = lanl* =D [(z, 60" (7.45)
n=0 n=0 n=0

Furthermore, using (7.44) and the first condition from Definition 7.4.4,

<l’(t), ¢m> = O‘mekmt-

Combining these two gives

[e9] [e.9]

()2 = Zr =3 Jan P = 3 fan PR (7.46)

n=0 n=0

Suppose now that there exists an p > 0 such that Re(\,) < —p, then by the
above equation we find for ¢ > 0

||£L‘ ”2 Z|a ‘2 2Re(An )t

00
<Y e = e S = e W
n=0 n=0
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where we have used item 1 and (7.43). Hence the system is exponentially
stable.

If the system is exponentially stable, then there exists M > 1 and w < 0
such that ||z(t)|| < Me“!||zo]|, see Definition 7.1.2. Suppose that there would
exist an eigenvalue A, such that Re(A,,) > w, then we choose g = ¢,
and by Lemma 7.4.2 we have that the corresponding solution equals

x(t) = eA"thSno.

Hence ||z(2)]|? = ||} 0l dp, ||? = e*Re(n0)t | see also (7.46). Combining all the
estimates we find

eQRe(AnO)t _ Hx(t)HQ < M2€2Wt’|x0||2 _ M2€2Wt’|¢n0||2 _ M2€2wt.

However, since Re()\,,) > w this cannot hold for all ¢ > 0. Thus we have a
contradiction.

In a similar way we can show that if there is an eigenvalues \,, such
that Re(\,,) > 0, then the PDE cannot be asymptotically stable. The
other implication follows from (7.46), although not straightforward. O

With this result we return to Example 7.3.3.

Example 7.4.6 The state space we consider for the PDE of Example 7.3.3
is L2(0,1). The A associated to the PDE is given by

d2f
Af = cd—CQ (7.47)
with domain
D(A) ={f e L*0,1) | 322 € L?(0,1) and f(0) =0= f(1)} (7.48)

To calculate the eigenvalues/eigenfunctions we have to solve Af = Af for
A€Cand 0+# f e X = L%*0,1). Using the expression of A, this becomes

P2f
CT@:)\JC@C

eli

2O =M©, c<lo.) (7.49)

For X # 0, the solution of this ODE is given by

f(C) = ael® + Be™#,  where p* = % (7.50)
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The second derivative of these f’s are clearly in L?(0,1), and so we have
to check the boundary conditions. f(0) = 0 gives that 8 = —«a. Thus the
second boundary condition is equivalent to

et —ae M = f(1) =0
This gives a = 0 (not allowed) or

e —eMl =) o
=1 &
2u=2nmi, neZ <&
w=nmi, n€E”L.

Since p? = %, we find the following lambda’s; )\, = —n?n?c for n € Z.
However, since n and —n give the same lambda, we may exclude the negative
indexes, and since we assumed that A # 0, we have to exclude n = 0 as well.
So we have found the eigenvalues \, = —n?n%c, n = 1,2,---. If we take
A = 0 in (7.49), then f(¢) = a + B¢ is the general solution. Using the
two boundary conditions, we find that « = 8 = 0, and so A = 0 is not an
eigenvalue.

Given our eigenvalues, we have to calculate the corresponding eigenfunc-
tions. From the above and equation (7.49) we find that

fn(C) — aeinw( . aefirwr(.
Using Euler’s formula, we can write this more conveniently as
fn(¢) = 2iasin(nm() = bsin(nn().

If these should form an orthonormal basis, then || f,[|?> = (fn, fu) = 1. So

1 1 b2
1 :/ fn(€)?d¢ :/ b? sin(nw()?d¢ = —.
0 0 2
So the eigenvalues and (normalised) eigenfunctions are given by
A = —n?72c and ¢n(¢) = V2sin(na¢), n=1,2,---. (7.51)

From the Fourier sine-series, we know that these eigenfunctions form an
orthonormal basis of L?(0,1). Using Theorem 7.4.5 we conclude that the
system is exponentially stable, and the optimal (why?) growth rate equals
—n2c. This is an improvement over —4c as found in Example 7.3.3. O
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7.5 Exercises

7.1. Given the PDE of equation (7.4),

Oz

a¢

(a) Rewrite this PDE as the abstract differential equation &(t) =
Az(t) on the state space X = L?(0, 00).

(b) Prove that the differential equation of part (a) possesses a unique
weak solution for every initial condition zg € X.

ox

(c) Prove that the expression of (7.5) is the unique weak solution of
(7.4).

7.2. In this exercise we study the PDE (7.39) and its candidate solution in
more detail.

(a) Assume that the initial condition wyg is continuously differentiable
on [0,00), and wp(0) = 0, wp(0) = 0. Show that under these
conditions on wy, the w((,t) as given by

~Jetw(C—1t) ¢ >t,
w(C, ) = {0 s (7.52)

is a classical solution of (7.39).

(b) For arbitrary wy € L?(0, 00) show that for every fixed ¢ > 0, the
w(¢,t) as given in (7.52) is an element of L?(0,00).

(c) Show that for wy € L?(0,00), the w((,t) as given in (7.52) is a
weak solution of (7.39).

(d) Conclude on basis of the solution that the PDE (7.39) is unstable.
7.3. Wave with damping.
7.4. Homogeneous wave with damping. Use Lyapunov function.
7.5. Heat equation with no heat flux at {( = 0 and temperature zero at

¢=1.

7.6 Notes and references

The proof of Lemma 7.2.2 is based on an idea of Cox and Zuazua in [5], and
its proof can be found in [28].



Chapter 8

Stability and Stabilizability,
Frequency Domain

8.1 Introduction

In the previous chapter we have studied the stability of the system in time-
domain. The main emphasis was on the behaviour of the state when time
goes to infinity. In this chapter we study stability from a frequency point of
view, and thus focus more on the input output behaviour.

We begin by defining the poles and zeros of a transfer function.

Definition 8.1.1. Let G(s) be the transfer taking values in C¥*™. A point
s € C for which G(s) is not defined is called a singularity.
Let sg be a singularity. If the following limit exists and is non-zero for
some r € {1,2,---}
lim (s — s9)"G(s), (8.1)

S5—S0

then sg is called a pole of order 7.
A zero of G(s) is a point in C for which the rank of G(s) decreases. [

To illustrate this definition we look at two functions. The rational trans-

fer function )

$2(s—1)
has clearly the singularities s = 0 and s = 1. It is not hard to show that

s = 0 is a pole of order 2, and that that s = 1 is a pole of order 1.
If we consider the transfer function

G(s) =
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then this has a singularity at s = 0, but it is not a pole, since the limit (8.1)
gives zero for every integer r > 1. Such a singularity id called an essential
singularity.

For scalar transfer functions we can have a more direct way of defining
poles and zeros

Lemma 8.1.2. Let G(s) be a scalar transfer function, and suppose that sg
is a pole. If we can write

N(s)
D(s)

G(s) = (8.2)

with N(sg) # 0, and %(so) # 0, then sg is a pole of order one.
The complex number z € C is a zero of G(s) if and only if G(z) = 0. If
D(z) # 0, then z is a zero of G(s) if and only if N(z) = 0.

We illustrate this with the transfer function from Example 6.1.4.

Example 8.1.3 Consider the transfer function from Example 6.1.4 given
by

69— 1 0 (3.3)
s) = VEy 8.3
7(«;os1;ii§h)(\/1§))2 s# —r’r?r=1,2,-

We begin by finding the poles and their order. From the first line of (8.3)
we know that s = 0 is not a pole. So to find the singularities, we want to
find those s € C for which sinh(y/s) = 0. Since sinh(w) = —isin(iw), we get
that s, := —r?x2,r = 1,2,--- are the singularities. We will check whether
these are poles. By (8.3) we choose the N and D of (8.2) as

N(s)=4 (cosh(\f) — 1) and D(s) = sy/ssinh(v/s).

The derivative of D with respect to s equals

D, 3 !
T (5) = §VAsIh(VE) + svscosh(vE) g

1
:; ssinh(y/s) + 3 cosh(v/s).
Using this expression we find

dD 1 (—1)"
— \Sr) = 5 5r -1)" = re
T (sy) =0+ 58 (—1) s
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Furthermore, we have that

) 4 for r odd,
N(s;) :4<cos(—)—1) =40 forr=4k,keN,

16 elsewhere.

From Lemma 8.1.2 we find that s, is a pole of order one whenever r is not
a multiple of 4.

We want to know what the status is of the singularities s, k = 1,2, --
Therefore, we consider the limit when s approaches an syy.

cosh(¥) — 1)
i, 60 = m #
~ lm (cosh(%) —1)2

Vi—2ikr  Sy/ssinh(y/s)
(cosh(%) — 1) 1

— fim 4R TS L
ik 23 sinh(z) 16’

where in the last equality we used ’'Hopital rule. So we see that the limit
exists, and in this case we have a removable singularity. Thus we have a
pole zero cancellation. O

8.2 Stability in frequency domain

In the previous chapter we have seen that some systems don’t have eigen-
values. Similarly, we can have systems without poles, as is shown in the
following example.

Example 8.2.1 Consider the system of Example 6.1.7 for which we have
shown that the transfer function is given by

sinh(,/s) s#0
G(s)=¢ v 8.4
(5 {1 . (54)
It is clear that G(s) has no singularities and thus no poles. O

The above example shows that defining stability via the poles is not a
wise idea, therefor we choose another approach.
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Definition 8.2.2. Given the transfer function G(s) we say that it is stable
if G(s) has no singularities in the right half plane, C* := {s € C | Re(s) > 0}
and there exists a M < oo such that

[G(s)|| <M (8.5)
for all s € CT. O

The space of all stable transfer function is also known as H°.

We use this definition to check the stability of the integrator, i.e., G(s) =
%. It is clear that there is no pole with real part larger than zero. So it is
stable if it is bounded on the right half plane. This is clearly not the case.
The closer we get to s = 0, the large G(s) will become, and so we cannot
find an M such that (8.5) is satisfied for all s € C*, and hence the integrator
is an unstable system (in frequency domain).

Similarly, we can show that if there is a pole on the imaginary axis, then
the transfer function is unstable.

Next we apply this definition to the transfer function from Example
8.2.1.

Example 8.2.3 As shown in Example 8.2.1 the transfer function G(s) as
given in (8.4) has no singularities, and so to check whether or not it is stable
we have to see whether or not (8.5) holds for some M.

We know that 2sinh(z) = e® — e™*, and so for s real and in CT, we see
that
eVsf e Ve

2V/s
which grows beyond bound when s — oo. Thus we conclude that G(s) is
not stable. O

G(s) =

In Example 6.1.6 we found another transfer function without poles.
Namely, G(s) = e~ ¢ where c is a positive constant. It is not hard to show
that this transfer function is stable, see Exercise 8.1.

Now we know when a transfer function is stable, we can define stabiliz-
abilty in frequency domain.

8.3 Stabilizability in frequency domain

Given our definition of a stable transfer function, i.e, a stable system in
frequency domain, we can define the stability of the standard feedback con-
figuration as shown in Figure 8.1
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controller

Figure 8.1: Standard feedback interconnection.

Definition 8.3.1. Given the plant/system with transfer function G(s). The
controller K (s) stabilizes the system when the closed loop transfer as shown
in Figure 8.1 is stable. That is when G(s) = (I + G(s)K(s)) *G(s)K(s)
is stable. O

It is easy to check that G.(s) is the transfer function from r to y, see
Figure 8.1.

Since the transfer function for PDE’s can be very complicated, checking
whether or not it is bounded on the right half plane can be very cumber-
some. The following theorem gives a nice time domain condition for the
stabilization via a static, i.e., proportional controller.

Theorem 8.3.2. Consider a system with state, x(t) € X, input u(t) € R™
and output y(t) € R™. Assume that for all classical solutions the following
inequality holds

L) <" (), 120 (86)

then for any k > 0 the proportional controller u(t) = ke(t), see Figure 8.1,
stabilizes the system in frequency domain.

PROOF: So we have to show that the transfer function from r to y is bounded
in the right-half plane. We do our proof only for SISO systems.

In Chapter 6 we have defined the transfer function using the (complex)
signals e*!. So we have to extend (8.6) to complex valued input and outputs.
It becomes for scalar complex valued signals;

LI < 5 ) w() + u(ty(e)], 20 (5.7)

Using the exponential solution r(t) = roest, y(t) = yoe®, z(t) = zpe*’ and
u(t) = k(r(t) —y(t)) (see Figure 8.1), we find

[kr(8)*y(t) + kr(t)y(t)* — 2k[y(t)|]

[krées*tyoest 4 k,ro(t)estyses*t} _ k’yo\QeQRe(S)t,

d
e <

DN — DN =
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. * . . . .
Since |e%|2 = e*"test = €2Re(5)! and since this term is never zero, it can be

removed and we find

e

2Re(s)||zol|* < 7 [krgyo + kroyg] — klyol*. (8.8)

[N

Note that yo = G¢(s)ro, and since we want to know something of G(s) we
choose 19 = 1. With this choice (8.8) becomes

1 *
2Re(s)|lzoll* < =k [yo + yo] — klyol* = kRe(yo) — klyol*.

=2
For Re(s) > 0 we find

0 < 2Re(s) lzol|* < kRe(yo) — klyol* < klyo| — klyol*.

or equivalently,
klyol* < Klyol-

So yo = 0 or |yo| < 1. Since rp is chosen to be one, we have yo = G.(s).
Concluding, we find that |G (s)] < 1 for all s in the right-half plane, and
thus the system is stabilised (in frequency domain). O

8.4 Exercises

8.1. Show that the transfer function G(s) = e~c where ¢ is a positive
constant, is stable.



Chapter 9
Notation

In this chapter we list some notation.

N

ODE
pH-system
PDE

{0,1,2,---}

ordinary differential equation
port-Hamiltonian system

partial differential equation

general input space

general state space

general output space

general inner product

energy norm for pH-system with density H
“energy” inner product

9March 21, 2024
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